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PREFACE BY THE PRINCIPAL INVESTIGATOR

This document, The Analysis of Essays by Computer,
is primarily intended as the Final Report for the United
States Office cof Education, for a research contract which
supported us during 1966 and 1967. Yet it also represents
the first summary statement of all of the work undertaken
since early 1965 at the University of Connecticut in such
essay analysis, and in the simulation of human rating

behavior.

It is difficult to trace the genealogy of any idea,
let alone one as interdisciplinary as that underlying the
present work. The notion of computer analysis of essays
began to seem conceivable, following an invitational con-
ference on data banks, led by John B. Carroll at Harvard
University in December, 1964. My own experience had in-
cluded work in many of the contributing fields, so that
the manipulation of language, as described by Philip Stone
and others there, drew together many threads into an

eventually engrossing central problem.

From the moment of conception, this work has owed
much gratitude to a succession of able and helpful people.
J. A. Davis was immediately encouraging, as were Allan B.
Ellis, William Asher, Dexter Dunphy, and Marshall Smith.
John Duggan and John Valentine, of the College Entrance
Examination Board, helped greatly in arranging almost
immediate financial support. All that we did then and later
owed much to this prompt generosity of the CEEB, and this
report will also serve as the most unified summat‘on of

the earliest work done under that support.

Other generous support, suppiementary to that of the
U.S. Office of Education, has been given by National
Science Foundation, through its partial funding of the
University of Connecticut Computer Center. Furthermore,

viii




the Massachusetts Institute of Technology was very helpful
in supporting me as New England Visiting Scientist to their
Computation Cénter during 1966-67. Finally, the University
of Connecticut Research Council has given prompt aid at

crucial times.

It would be impossible to list everyone who has been
helpful with this Project, and there are sure to be impor-
tant and unintentional omissions. Here at Connecticut,
many ideas were early discussed with Herbert Garber, then
with us in the Bureau of Educational Research, with Arthur
Daigon, with Charles McLaughlin, and with Kenneth G. Wilson.
These have all served as consultants for brief or longer
periods of time, and many have contributed ideas or in-
sights which, because of the nature of this report, are not
acknowledged explicitly in the text. From the start, the
Project had, as principal programmers, Gerald and Mary Ann
Fisher. Mr. Fisher has been a consultant and, for the
year 1967-68, a Research Associate with us. The programs

from this employment have plainly been of central importance

to the work.

In mid-1966 Dieter H. Paulus joined the Bureau of
Educational Research, and has in many ways contributed richly
to the work since that time. His various contributions
are mentioned often in the text and he is second author of

this report and partner in the on-going work.

others who helped here in the Bureau of Educational
Research were Miss Louise Patros, together with her willing
staff of Mrs. Helen Ring, Miss Evelyn Haddad, and Mrs.
Katherine Showalter. To Miss Patros much gratitude is owed
for office management functions soO important to a large
research, and to all we are grateful for the preparation of
this manuscript. Some of the research detail was carried
out by graduate students here in the Bureau. Their names

are mentioned in the text, together with their contributions,
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wherever these are included in the report. Among these,
Donald Marcotte made contributions which were clearly out-

standing.

During the work we have consulted many scholars from
other institutions, formally or informally, and some of
them should surely be listed here: Walter and Sally Y.
Sedelow, Robert Stake, Paul Lohnes, Carl Helm, Arthur
Jensen, Paul Diederich, Ross Quillian and Daniel Bobrow,
Marvin Minsky, Arthur Anger, Bruce Ressler, John Moyne and
David Loveman, Leslie McLean, William Cooley, John Carroll,
Larry Wightman, Stanley Petrick and Jay Keyser. William
McColly early provided us with the original data and worth-
while ideas. And Julian C. Stanley has served as a con-

stant source of encouragement and inspiration.

Those readers seeking a shorter and more general
introduction to this project afe directed to the various
publications by the workers, listed in the References. For
a summary of this writing, they may wish to read the first

section of Chapter IX of this report.

Ellis B. Page
Storrs, Connecticut
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CHAPTER I

INTRODUCTION

When this research was proposed, the time surely
seemed ripe for a much expanded study of computer analysis
of student essays. In recent years rapid strides had
been made in computer hardware techmnology, in the program-
ming of language-data processing, and in linguistic
analysis. More was known than formerly about the simula-
tion of cognitive products and related fields. Many of

the building blocks, therefore, appeared to be in place or

nearly so. What remained was to thrust forward into the

applied and basic problems of essay analysis and grading.

This study, therefore, aimed at advancing the know-
ledge of automatic essay analysis as far as theory, practice,
and facilities would permit within the rather narrow span of
time permitted. And this report will explain what was
designed, attempted, and accompiished during this study
period in this very new and potentially important field of
It will also set forth current understandings

research.
about the most profitable avenues for further research.

And this first chapter will explain the background

for the problem, both practical and theoretical, as well
as the specific nature of the research attempted.

(a) The practical background. The practical problems

of "objective" grading have long troubled education and the
A single judgment of an

field of psychometrics generally.
essay by a single human judgé is slow, extremely unreliable,

and of uncertain status. When sufficient training is used,

and a sufficient number of judgments establish a decent
reliability, essay grading becomes prohibitively expensive.

Psychometricians have therefore settled for multiple-choice

-1-
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items. These have the virtues of wide sampling, since

, more questions may be asked within a given time period; of
E high reliability; and of defensible validity, since scores
often correlate as highly with judgmental ratings as the
ratings correlate with each other under ordinary condi-

tions.

Nevertheless, educators are far from content with
multiple-choice examinations as the ultimate criterion of
achievement. They wish to call upon students for global,
organized responses concerning large questions in substan-
tive fields. They would like to ask, in testing self-
expression, for direct demonstration of corrent and literate
usage. They are often not satisfied by the statistical
evidence because of inadequate understanding of this evidence,
and their incomprehension poses a problem for the psycho-

: metrician. More importantly, two objections to multiple-
g choice testing cannot be refuted comfortably at the present
4 time: (1) One virtue of any test is the practice which the

testing session gives the student. And it seems clear that
the practice experiences of the student in taking an essay

test are not precisely the same as in taking a- multiple-
choice test. (2) Another virtue of any test is the type

A L sl urt

of study which its anticipation motivates in the student
before the test is administered. Many persons believe
that students study differently for an essay test than for
a multiple-choice test, differently for "recall" items

than for "recognition" items. Clearer evidence on these
two objections is needed, but their present status supports

the desirability of finding some fast, reliable, inexpensive,

and "objecgive" system of essay grading.

% In English instruction especially, we have an example

g of a troubled field for essay analysis. Many believe

é that students need far more practice in writing essays in
elementary and high school years. Yet writing without feed-

back seems generally pointless, and is surely objected to
-2
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4 by the students concerned. And the feedback is very diffi-

f cult to systematize. To do the ideal job in essay analysis,
the high school English teacher would have to spend tremend-
ous amounts of time out of class. Equalizing the load of
the English teacher with his colleagues in other subjects

3 is an unsolved problem. "Lay readers" are tried on an

experimental basis in a number of schools, but these are an

e

additional expense, are relatively untrained, and pose some
large problems of coordination and aptness of judgment.
Furthermore, the supply of qualified and interested English
3 teachers has always been too limited. It is hoped that

i some way might be found to employ more broadly the talents

A of the few, so that individual judgment and correction of

_ essays might be disseminated in the same way as lectures

2 may be filmed or exercises may be printed in textbooks. A

; proper program for correction of essays would therefore be

4 an attempt to amplify the effectiveness of the more intelli-
. gent and talented of graders and correcters. This study
therefore aimed at the type of essay analysis most character-

istic of English classes.

The input question. To solve any of these general
practical problems would of course require practical input

3 and output. At present, no computer does an adequate job

4 of reading ordinary printing or typing, let along ordinary
i handwriting, into correct card images for further data pro-
] cessing and analysis. Yet rapid strides are being made in

1 such recognition, and one may hope for resolution of input
problems before the judgmental problems are completely sat-
isfied. The computerized optical reading of standard type-

script may be only a very few years away. Or, for that
matter, the gradual replacement of much of student hand-
writing in the schools by inexpensive and noiseless char-
acter printers (perhaps related to the present Stenotype
machines) seems a plausible and perhaps early development.

But even with the present necessity of key-punching IBM
-3-
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cards from student copy, practical input for computer
grading is not wholly out of the question. For example.
the cost of such key-punching ranges below $2.00 per essay.
Such an input cost, while out of the question for daily
classroom routine, would not ke unreasonable for an occa-=
sional master analysis, serving as a basic for extensive
descriptive or prescriptive reporting, for screening Or

placement, or for certain other types of evaluation or

guidance activity. Indeed, present objective-test batteries
often cost much more than that. For the purposes of this
study, however, it was assumed that input had been trans-
formed into punched cards or card images, and concentra-

tion was on the correction and evaluation problems them-

selves.

(B) The theoretical background. The rather momentous

practical consequences of computerized essay grading will

be some years away. Before these are felt, there were

theoretical questions important to the study, and there

are theoretical answers which may be furnished by the study.

These were psychological and linguistic in nature. Psycho-

logically, for example, what roles do the actual various

prose characteristics play in the cognitive and effective

rating processes? Actual manipulation of prose character-

istics is not anticipated in the present design, and

therefore direct causal relationships will not be infer-

rable, but some important implications for these processes

may turn psychological experimentation into some fruitful

channels.

As a linguistic example, there is the additional
understanding which may be gained of the nature of prose
description. As Francis (1958) has pointed out, there are
several kinds of "grammar": among them the prescriptive

" of the schools, and the descrip-

grammar, or "etiquette,
(Also

tive grammar characteristic of modern linguistics.
-4-
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see "What Grammar?" by Gleason, 1964). It may be noted
that computer analysis of this proposed kind produces
still another sort: a set of descriptions resulting

from the computer's own peculiar limitations and abilities.

|
l
A list of prepositions may be employed, for example, and ‘
any match with this list may cause a counter to be incre-
mented. In such a program, some words will be counted
which the competent human judge would classify in other
ways: as adverb, subordinating conjunction, coordinating |
conjunction, etc. Yet from this NPREP count may result a 1
description which would be impractical for human judgment, |
which is 100% reliable within the essay, which probably
has high reliability across essays of the student, and
which may be useful in predicting the qualitative human |
|

judgments of the essays.

Furthermore, it was intended to use certain extant
f computer analyzers from other researches, and this was
‘ done. These are efforts to perform linguistic analysis
within the sentence, and they are inevitably limited in
accuracy. The limitation in accuracy need not be a handi-
cap, however, in terms of useful theoretical and practical

description. //’/,,,————-]
er may pro-

% The important point here is that the comput

vide new measurements of language usage and these will
have inevitable importance for theory building and basic

3 discovery. These measurements do not presently carry

2 heavy theoretical freight, only because they have not been

observable within the traditional technology. (See later

3
%3
N

discussion on this point.)

More will be said in the final chapter about theoreti-
cal outlooks for such research. It is enough here to note
that both practical and theoretical interests motivated
the present study.

-5-
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Related Research

The field of essay evaluation by computer represents
a new focus within the (also new) field of computational
linguistics, just as it represents a new and divergent
speciality within educational measurement and educational
technology. Like all promising new areas of scholarly
investigation, however, it must draw heavily upon some
combination of background disciplines not ordinarily con-
sidered together. This section on related research will

consider some materials from these background disciplines.

(a) Background disciplines

(1) Psychometrics is a basic discipline within which

any system of evaluation must be justified. The discipline
already has achieved many technical skills (assessment of
various forms of reliability and validity) necessary to
proceeding with the study at hand. Some of the particular
psychometric problens in content analysis are discussed

in work by Dexter Dunphy (in Stone, 1966). Important back-
ground work dealing with the reliability of essay grading
by human judges has been done by Diederich, French, and
Carlton (1961), by Myers, McConville, and Coffman (1963),
and by McColly and Remsted (1963), to name only three out-

standing recent examples. 1In recent years essay testing

has apparently seemed so unprofitable to psychometricians
that it has been almost wholly neglected. For example,
the index of a recent Review of Educational Research about

testing had only one item referring to essay testing and
it is negative: "problems of unreliability in grading”

(Merwin and Gardner, 1962).

E s A e
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(2) Linguistics has potentially very high relevance

to computer analysis of essay examinations. Important lines
of study have of course emerged from the "generative grammar”
thinking of Chomsky (1957) and others (e.g., Miller, 1962;
Postal, 1964). The implications of some of these more
scientific approaches to linguistics for a broader psychology
of language have been recognized by Carroll (1964) and
others.

Of course, the particular newer field of this discip-
line known as computational linguistics is more intimately
related to the present phases of this work. And this field
in turn has a large overlap with the field of list-processing
(see below), and of information retrieval. Many of the
most effective workers in these fields come not directly
from linguistics training, but from mathematics, psychology,

and computer science.

(3) Curriculum. Curriculum, in all fields using

essay examinations, is a concern of central relevance to
the study. This is especially true of language arts educa-
tion, where there are tensions (Gleason, 1964) between the
modern descriptive linguist and the traditional "prescrip-
tive" grammarian (such as Hodges, 1951, or Warriner, 1951),
and what should be taught in composition is by no means
certain (Marksheffel, 1964). Eventually, decisions must
be made about the "right" approaches for any computerized
master analysis. But for a problem of optimization of
simulation of human ratings, hypotheses from both camps
appear useful, and may be empirically checked against the
criterion. And some interesting light has been cast on

certain questions of the "etiquette" grammar by work al-

ready done with this project.

Although the language arts curriculum is especially
important, it is by no means unique. Within the present
research design, the study should produce some interesting

-7-
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information for curriculum within other key disciplines
(see the procedures), especially regarding the importance

cf special vocabulary.

(4) Automatic language-data processing has been
weli described by a number of writers (Green, 1963, ch. 13;
Borko, 1962, pp. 336-423), but one of the best general
accounts is by Garvin and others (1963). In general, there

appear two major methods which are possible: one is the

content-analytic approach, like that used in the "General
Inquirer", (Stone, et al, 1966) and is more a "statistical"
method; the other is more oriented to syntactic and seman-
tic relationships, as are necessary to the machine-trans-
lation studies underway, and may be considered a more
"linguistic" method. Both appear promising for essay grad-
ing. Of particular potential help appear to be certain
grammatical-classification computer programs already de-
vised: a part-of-speech decider which is about 935% accu-
rate (Stolz, Tannenbaum, and Carstensen, 1965?), and a
dependency classifier (Klein and Simmons, 1963), which lists

the various different structures possible for a given sen-

tence. Especially significant are two systems already
tried with small subsamples of our data, programs by Kuno
(1964) , and by John Moyne of the IBM Boston Programming

Center.

(5) Statistical methodology is like psychometrics
i in having a great body of well-developed doctrine and
practice which may be brought to bear on the present problem.

An optimization solution may be sought with some standard

statistical techniques such ag‘multiple regression (e.g.,
Cooley and Lohnes, 1962); or in some sequential, decision-
making form, such as an operations flow with a series of
choice points (cf. Simon, 1964); or in some combination of

the two. The verbal protocols of human raters might lead

eventually to some appropriate combination.

-8~
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(6) Computer technology is very important in both

hardware and programming. Advances in machine design,

especially in larger memories and reduced costs, will make
feasible the more complex grading programs at more economi-
cal levels. But present equipment is adequate for exten-

sive exploration of the problem.

Great strides have also been taken in designing
software suitable for language processing. List-processing
third-level computer languages are especially appropriate,
: and at least three have been written which are extensions
of the FORTRAN framework: IPL-V, SLIP (Weizenbaum, 1963),
and DYSTAL (Sakoda, 1964). Another important list proces-=
sing language is COMIT (¥Yngve, 1962a, 1962b), designed
5 for such work as machine translation. A modification of
g COMIT has been made by Stone (1964) and his associates for

the "General Inquirer" system at Harvard. (After consider-

: able investigation of computer languages, the present program-

? ming was, except for minor subroutines, entirely done in
FORTRAN IV. This decision makes possible maximum versatility,
availability of programmers, and dissemination of programs.)
Two new developments in software promise increased ease of
programming within AEC. One of these is STUFF (Puckett,
1966) , which provides for string-manipulating functions
embedded in FORTRAN IV. The other is in PL/I list-pro-
cessing (Lawscn, 1967), which is promised in an early imple-
mentation of the IBM 360 series (which has been ingtalled

at the University of Connecticut in August,1967).

One of the present lines of work in the field is that
of the General Inquirer (Stone and Hunt, 1963; Stone, et al
1966; Ellis, 1964; Ogilvie, Dunphy, et al, 1962) . For cer-
tain purposes, a short dictionary of under 4,000 root words
has accounted for 90-98% of the ordinary written languages
analyzed by General Inquirer (Dexter Dunphy and Marshall
Smith, personal conference with the investigators December

22 in Cambridge, Mass.). Dictionary lookup procedures are

-9-




crucial to language-processing, and recent developments of
IBM. research promise speeds of dictionary reference up to
10,000 words per minute (Philip Stone, 1964). As mentioned

elsewhere in our proposal, studies by Simmons and others at
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System Development Corporatiomn, by Stolz and others at
Wisconsin, and by Kuno at Harvard have made progress in

relevant software development.

Still another major line of automatic language-proces-
sing appears to be the movement toward what may best be

called "computational humanism," especially concerned with

sy por O g g izt 3 ke

data processing to solve the kinds of problems (concordances,
attribution, influence, style) usually associated with
literary scholarship. This movement is rapidly gathering

momentum with conferences, workshops and institutes, and a

g ¥
G b s i b

beginning literature,. such as the recent book by Bowles

o

(1967) , or the emerging journal, Computer Studies in the

RN o it

Humanities and Verbal Behavior, now being printed by Mouton

? Press, of the Hague.

These six fields, then, contribute to the background
expertise which is producing a new and potentially useful
3 sub-discipline within educational research. The analysis

of essays by computer is seen to be based upon a number of

Qe BN P

. other disciplines, some going back into the nineteenth
century, but others part of the general growth of behavioral

science and computer technology within the last several

Spray 22 8
SRR

decades.

Objectives of the Research

In general, the objectives of the present study did
not lend themselves to the clear, Fisherian, "classical"
experimental designs, because not all operations could be
fcreseen. It did, however, permit clear procedures of
dynamic development and exploration at each stage of the

study, and clear verification of accomplishment at the end.

-10-
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Properly understood, these characteristics are not handi-
caps, but symptoms of large research scale. In a recent
paper, Baker (1965) pointed out that the larger and more
exploratory research project "must be inherently dynamic
and possess the ability to change its internal structure
without sacrificing the rigor of the design" (p. 15).

And another writer (Doyle, 1965) has recently stated that
as a study approaches the "basic research end of the
spectrum, it becomes more and more imperative to be free
to alter the plan. 1Indeed, in basic research altering
the plan ought to be a state of mind." With the present
work, it would be mistaken and even misleading to commit

the investigation prematurely to too narrow a path.

In general terms, the objectives of the present study
were as follows:

(1) To identify important characteristics of student
prose which are analyzable through specially devised com-
puter programs. These characteristics were to be aimed
especially at predicting human judgments of content, organi-
zation, style, mechanics, and overall quality.

(2) To develop computer programs for measurement of
these qualities, or variables related to them, as they
occur in school essays.

(3) To analyze the computer-generated objective data
in relation to subjective measures of the essay dimensions,
in order to improve the differential accuracy of evaluating
such essay dimensions.

(4) To develop through this procedure greater under-
standing of the human rating process, as applied to objec-
tively describable prose characteristics.

(5) To study those aspects of essay description which
appear most promising for useful feedback tc the teachers
and students. In other words, to begin exploration of the

feasibility of computer commentary about student essays.

-11-
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(6) To set forth larger strategies for the most

promising future exploration of computer grading of essays.

This report tells about the pursuit of these

objectives, in the following chapters.

-12-
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CHAPTER II

THE BASIC DESIGN

Some fundamental strategies of investigation were
designe? early in 1965, and employed in the first data
runs of Project Essay Grade (PEG I), financed primarily
by the College Entrance Examination Board. But that study
was intimately involved with the present one, and merged
into it, and completely separate reporting of research
done under the two sources of support would do some in-
justice to this continuity. Furthermore, although there
has been much reporting of all of this work in professional
publications, at scientific meetings, and in more popular
news media, there has not been a disseminable technical
report of any of it. Thus this report will at least

touch upon all of the work to date.

Rationale

We should begin with a general rationale concerning
the computer grading of essays. This presentation seems
necessary for two reasons: (1) The computer analysis of
essays seems to some a radical proposal, and is not treated
elsewhere in psychometric literature. (2) The investiga-
tors intend the present project to open a larger explora-
tion of such measurement and feedback, with possibilities

not at all limited to the present work.

In general, then, there appear to be at least two

dimensions of the problem of essay grading, with two general

approaches in each dimension. 1In the first place, there is
the content vs. style dimension. Are we interested in what
the student says (e.g., about the discovery of America by

Columbus), or in the way he says it (e.g., his use of punc-

tuation)?
exclusive, but they are useful concepts for our first

orientation (Page, 1966).

-13-
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In the second place, there is the dimension of rating

simulation vs. master analysis. Are we interested in an

actuarial approximation of the ratings of human judges
(e.g., in certain words statistically associated with high

ratings, even though not themselves regarded as an index
If so, we are essentially inter-

of correct expression)?

ested in rating simulation. Or are we interested in the

computer doing a "reading" of language and performing a

kind of informed and rational "Judgment"? If so, we are

speaking of the computer as master analyst, and of creating

a kind of "artificial intelligence.” These two dimensions

are pictured in Figure II-l.

I I
Content Style
A.
I-A II-A
Rating
Simulation
B.
I-B II-B
Master
Analysis

Figure II-1

Possible Dimensions of Essay Grading

Clearly the columns of Figure II-1 are not going to
remain unrelated to each other, since in some ways content
And the column headings given
Spelling, for example, is
" does not appear a

and style are inseparable.
are not completely satisfactory.
a consideration in Column II, yet "style

satisfying rubric for the marking of spelling errors.
Similarly, Rows A and B will not remain unrelated either.

As the investigation of simulation discovers variables which

are, empirically, more and more accurately correlated with

-14~




human ratings, the analysis will become more profound and
will grow closed to the "meaning” analysis eventually
necessary in Row B. The top row, then, suggests the
"actuarial approximation" to judging the essay, and the

2 bottom row represents the "master analysis" of the essay
itself. These rows represent matters of computer strategy
and objectives.

3 These rows need further explanation, because they are
very near the heart of the problem, hence are crucial to
understanding our progress to date in Project Essay Grade.
What we have taken as our first goal is the imitation, or
simulation, of groups of expert judges. How we reach this
goal of successful imitation is not the central question,
so long as it is reached, and so long as we can actually
match or surpass the human judge in accuracy and in useful-
ness. In attacking the problem in this way we are clearly
not doing a "master analysis" or generating measures of what
the true characteristics of the essays are, as ordinarily

discussed by human raters. Rather, we are content to settle

R LA Bttt & 2

3 for the correlates of these true characteristics.
To express this important distinction, we have been
forced to coin two words: trin and prox. A trin is the

intrinsic variable of real interest to us. For example, we

: may be interested in a student's "aptness of word choice,"

4 or "diction." A prox, on the other hand, is some variable
which it is hoped will approximate the variable of true
interest. For example, the student with better diction

. will probably be the student who uses a less common vocabu-
lary. At present, the computer cannot measure directly the
semantic aptness of expression in context, cr "diction."
But it can discover the proportion of words not on a common

: word list, and this proportion may be a prox for the trin

of diction.
: Or another illustration: We may be interested in the

complexity of a student's sentences, in the branching or

-15-
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dependency structures which he has the maturity to employ.
Such sentence complexity world, therefore, be a trin. But
the sentence-parsing progra. s for computers which exist
now are not completely satisfactory for our purposes. We
might therefore hypothesize that the proportion of preposi-
tions, or of subordinating conjunctions, constitute a prox
for such complexity. And we might therefore employ this
proportion, too, in our computer analysis.

One more essential, and the basic strategy of our first
essay grading project may be understood: We have begun by
saying that the basic evaluation of overall essay quality
must be human. But -which human? If only one expert English
teacher grades an essay, we Know that the judgment will not
be very dependable. We know that other judges will reach
a somewhat different conclusion, and even the same judge,
if he were grading it again, would probably shift his eval-
uation. The typical inter-judge agreement is represented
by a correlation coefficient of only about .50. On the other
hand, when a group of independent experts have graded an

essay, and when these grades are averaged, this average has

a rapidly improving dependability. When four judges, for
example, grade an essay independently, their average judgment
will correlate with the average of four other judges about
.80. So it is possible to get reliable human judgment of
essay quality. But it is extremely, prohibitively expensive
and time-consuming when applied to any large-scale testing.
However, getting a reliable human judgment is not too
expensive for a sample of essays. If we can find a way to
imitate, then, what the expert human judges do with this
sample, and if we apply this strategy to a computer program
for a huge number of other essays, we capture high quality
of judgment at low cost. And the techniques used to analyze
the judgment and reproduce it are essentially those already

so well developed in standard prediction problems.

~-16-
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The strategy, then, is very general indeed: if the
computer may be programmed to simulate some sample, the re-
‘ sulting algorithm may be employed on arbitrarily large
E numbers of essays drawn from the same population as the

sample. The validity of any evaluation and analysis will
then depend on basic conditions which are already very
E familiar, from measurement work, to the psychometrician:
i on the number of judges used to establish criterion evalua-
‘ tions; on their quality; on the "set" of the judges; on the
number of essays evaluated; on the nature of the essay
sampling; on the frequency and consistency of the proxes;
and so on. And powerful, well-understood statistical tools
, may be brought to bear on the simulation.
g One technique for such simulation, where the appro-
‘ priate weighting of each prox is unknown beforehand, would
be the familiar multiple regression, in which one cri* rion
: variable (in this case the human judgment, or trin) may be
optimally predicted by a discovered weighting of a number
of predictors (in this case, the computer proxes) . And
indeed, this general tool of multiple regression, implemented
by appropriate computer programs, has proved very powerful
for essay grading, both in the initial strategies and in
the later ones.

To summarize the general design, then: (1) Essays
to be evaluated must (at present) be key punched for computer
input. (2) These essays must be independently evaluated

by human judges (of any desired characteristics), on various

EALC AL

: traits (depending on the research hypotheses) . (3) Hypothe-
ses must be generated by other human experts, concerning the
programming of appropriate proxes for evaluation. (4) These
hypotheses, depending on convenience and promise, must be
programmed into the computer analysis. (5) The machine-
readable essays are passed through the computer, and the
proxes recorded for each essay. (6) These proxes are then

optimized for the best possible prediction of the pooled

human judgments.

-17-
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The flexibility of the general design is clear. It
allows for any appropriate selection of judges, any selection
of proxes, of traits to be predicted, of essays, etc. Thus,
this design has a great capacity for repeated use as our
knowledge of essay grading broadens and deepens, and as
its concerns expand to include all parts of the universe

of Figure II-1.

In this study, the attention first focused on simulation
of ratings of overall quality of style. Then the concentra-
tion shifted to ratings of various essay characteristics
(content, organization, style, mechanics, and creativity).

A variety of subproblems were considered, and hypotheses
tested, and phrase-recognition procedures were implemented.
And currently, attention is expanding to include subject-
matter knowledge exhibited, and more intensive linguistic
strategies. But the basic design is easily. adapted to these
and other shifts of focus, as research interests become more
sophisticated, and exhibit greater breadth and depth. In-
deed, even with the advanced strategies projected in the
final chapter of this report, it is difficult to imagine a
time when such actuarial strategies will not constitute an

important part of some final decision process.

-18-
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CHAPTER III

THE INITIAL PROXES

This chapter will describe more of the fundamental
thinking to date about computer analysis of essays at the
University of ‘Connecticut. First this report will con-
sider the 1965 work, which predicted judgments of the over-
all writing quality of a set of essays, and second the
later expanded work, predicting a more complete profile of
judgments on a number of essay characteristics or traits.
This particular chapter will be concerned with the sampling,

procedures, proxes, and programs devised for such analysis.

Sampling. The basic research design has been described
in Chapter II. Since there was great flexibility permitted

in selection of essays, and since the investigators were

eager to explore the parameters:of this field, a search was
conducted for essays which would have certain desired
characteristics. What seemed desirable were essays which
(1) were already written under carefully described circum-
stances; (2) had ratings by multiple human experts already
assigned, independently of one another; (3) were drawn

from a student population heterogeneous enough to furnish

a reasonable reliability for rating sums; (4) were long
enough to furnish stable measurements of at least some
prose characteristics; (5) were multiple for each student.,
so that some estimate could be made of test-retest relia-
bility; (6) were general enough so that findings might have
fairly wide applicability; (7) were accompanied by correla-
tive information about the students; (8) were representative

of a random sample of the target student population; (9) were

large in number.
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A sample of essays fulfilling most of these require-
ments was obtained in 1965 through William McColly, then
of State University of New York, Oswego. For an earlier
experiment in composition teaching, McColly and Remstad
(1963) had arranged for English classes at Wisconsin High
Schqol (Madison) to write four essays, on four different
topics, about one month apart. These had been indeed
(1) written under carefully described circumstances;
(2) given four independent ratings for "overall writing
quality"; (3) drawn from a heterogeneous student population,
representing grades eight through twelve, with an average
10 of about 114; (4) of an average length of over 300
words; (5) four in number for each student; (6) written
on rather common themes, such as whether the "best things
in 1lifz were really free", or whether "anger" could have
good uses; and (7) accompanied by fairly extensive informa-
tion about the student writers. Since they were from one
(rather atypical) high school, they could not be said to
represent a random sample from the secondary population of
the United States. On the othér hand, for such an explor-
atory research, the proposed experimental analyses were sO
broad that subtle interactions with ability levels, or with
other levels of student population, were believed of small
initial concern. Finally, the number of the essays was
substantial, with well over 250 essays for each of the four
writing sessions. For multivariate analysis especially,

large numbers of cases are very important.

The question of interjudge reliability is of great
importance, since any optimization technique, such as
multiple regression, must have a decently reliable criterion
if it is to produce any nonrandom results. The overall
ratings assigned by the Wisconsin judges had an average
interperson agreement of about .5, and an analysis-of-
variance reliability for four such judgments pooled of
around .83 (McColly and Remstad, 1963, p.49 ). This high
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a reliability would give the sums (or averages) a suffi-
f cient stability for use as a criterion.

" 3 Hypotheses and proxes. Having defined the criterion

: and established a suitable sample, the next important task

A bt

was to determine what hypotheses were appropriate, i.e.,
which of the available hypotheses could be shaped into
suj table algorithms to provide proxes for the multiple
vegression. Clearly, it would have been ideal if we could
have incorporated into a massive computer program nearly
the whole of standard texts on usage and rhetoric, such as
+he Harbrace Handbook (Hodges, 1951). That is, in one

sense, still the target of such work, but no one dreamed

AV o e

that anything approaching such a goal could be implemented

into the study at such an early time. The problems were

not simply economic and logistic. More importantly, they

stemmed from fundamental uncertainty about the nature of

& TR

language and of the human reading process. The present
status of such work will be considered under suggested
Here shall be discussed the sort of

future strategies.
thinking generated in conferences of consultants (Daigon, 1966).

The agreement between independent raters of the essays

will indicate the degree to which the essays themselves

} (rather than the independent personalities, moods, biases,
3 etc., of the judges) influenced the ratings. That is, the

inter-rater agreement is a function of the physical influence

5 of the word patterns of the essays. In principle, therefore,

" the computer is limited in its simulation of the group judg-
- ment not by any spiritual nature of the essay itself, but

- only by the extent to which the computer program can be
designed to reflect the group responses (Page, 1967Db) .

may be presumed to be related
These in-
with

A These group responses
to certain intrinsic characteristics of prose.

trinsic characteristics may deal with mechanics,
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organization, with diction, etc. They are described in
detail in prescriptive grammars, and elsewhere, and may be
further elaborated by the project's investigators and con-
sultants. On the other hand, some characteristics of
ultimate interest, some trins, may be unmeasurable with
present knowledge and technology, and some possible approx-
imation to them may be studied, in the hope that these
second-order variables will be correlated with the trins.

As one example, spelling may be considered a trin,
or almost so. The simplest effective strategy for analysis
of spelling with available computer technology was to use
a list of misspellings. A list of several thousand common

spelling errors in their misspelled forms (e.g., Gates,
1937, with later supplement) will, consultants agreed,

possibly account for many misspellings in high school papers.

_Each word in each essaymay be looked up in such a computer-

stored list, therefore, and a student's "misspelling score"
augmented by one point whenever such a word is encountered
for the first time. Not all student misspellings will be
discovered by this method, but scores so generated would

be correlated with the "true" spelling scores as might be
discovered by human examiners, and any given misspelling

is a trin. There are other availakle trins. Ungrammatical
combinations of words, examples of generally poor diction,
and other solecisms may be similarly discovered and tabu-
lated from comparison with such lists, and may also be

considered trins, considered individually.

on the other hand, what of the "less mechanical”

questions of content, organization, thought pattern? Let

us consider an example of a prox: The Harbrace College

Handbook (Hodges, 1951) contains a chapter on "the para-
graph." Surely the judgment of paragraph organization
is one of the loftier goals to which the project may aspire,

and a fully satisfactory simulation may be some good time

-22-
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away. But consider certain rules given by Hodges for the

paragraph. His Rule 31b is:

Give coherence to the paragraph by so inter-
linking the sentences that the thought may
flow smoothly from one sentence to the next.

(p. 330)

e A i

This rule is of course too general to affcrd much
help. But Hodges has given more prescriptive help in the

five sub-rules [each provided with examples not reprinted

here] :

S CAS S it (GAD Lereas %

(1) Arrange the sentences of the paragraph in
a clear, logical order.

: (2) Link sentences by means of proncuns referring
2 to antecedents in the preceding sentences.

AT

5 (3) Link sentences by repeating words or ideas
E used in the preceding sentences.

(4) Link sentences by using such transition
expressions as the following:

ANC MY IS AT e )

ADDITION moreover, further, furthermore,
besides, and, and then, likewise, also,
nor, too, again, in addition, equally
important, next, first, secondly,
thirdly, etc., finally, last, lastly

[etc., through cther longer lists]

(5) Link sentences by means of parallel structure
--that is, by repetition of the sentence

pattern. (pp. 330-335)

TG, (T 140,
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These rules suggested some good researchable hypotheses.

H AN b Ry 3N

Number (4), with its extensive list of words believed

4 appropriate to link ideas in different ways, was the most

convenient, and was researchable through a straight

'1‘:\:'« ERE R

dictionary~lookup procedure like that used for spelling.

The question is then to what degree such words may be a

P

% prox for the trin of paragraph organization. Similarly,
3 Number (3) may be researchable, if the repetition of words
is alone researched. The repetition of ideas would clearly

o

W
E>
L

3 depend on a dictionary or thesaurus beyond the scope of the

2
_,
£
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immediate project. For Number (2), a prox might be the
number or proportion of such pronouns occurring after the
first sentence in any paragraph. (The complicated questions
of proncun reference again depend on distant developments

; in semantic and syntactic analysis.) Hodges' other rules

é may perhaps be approximated rather remotely, but argue

for developing or adapting a syntactic sentence analyzer.

L By

Another example of a trin was word fluency. This
‘ variable was clearly difficult to measure mechanically,
A% since it would often depend upon semantic understandings,
and these were generally beyond the scope of available
technolegy. Nevertheless, possible proxes suggested them-
selves. Lists of "common words" exist (Lorge, 1959). The
words of essay text may be looked up in such lists and,
where unlisted, scored appropriately. The ratio of such
p unlisted words to total number of words may be included in

the multivariate analysis to determine whether it aids in

2 predicting evaluative rating. Or another approach, closer
f to a "content" analysis, would be to check for the presence

of certain words suggested by dictionary or thesaurus as
And ex-

synonyms or near-synonyms of some thematic words.

tensive work of this kind is currently underway in a new

phase of the research.

In short, the hypotheses for the trins underlying the

human ratings were very numercus, and preliminary thinking

U AR SR M g 1 b

of this sort, both initially ané through the following two

? years of work, occupied a fair share of the time of consult-
] ing experts. As always with multivariate research, it

- would be far too cumbersome to recount the entire chain of
thinking leading to each specific prox employed, yet some

4 explanation will be included in the next section. The most
r all trins was that the

s would tend to be written

obvious and general hypothesis fo

4 papers receiving better human mark
in a style more conformable with the standard textbooks.

-24-




Hypotheses_and_proxes. The first 30 proxes which we
settled upon grew out of several considerations: (1) We
would first decide which trins were ideally measurable;

but as we have seen, such a list included almost the en-
tire handbook of usage, with most points defined very in-
tuitively. (2) We would then decide what short-cuts

might be taken to an approximation of such trins; where
these were easily manageable, they would be programmed into
the analysis. (3) We would furthermore have, from the
nature of our text analysis, a number of variables which
would be fortuitously and easily come by; and these might

be examined routinely for possible assistance in prediction.

Ordinarily, as almost all methodologists believe
(e.g., Tatsuoka and Tiedeman, 1963), research should be
primarily theory-oriented, i.e., directed by hypothesis
and associated deduction. Yet multivariate analysis does
not really lend itself to complete explication and text of
each separate hypothesis, and in general prediction research
would be unnecessarily and artificially restrained if it
were not permitted use of any convenient predictors, re-
gardless of the vagueness of rationale for their inclusion.
There were in this study a fair number of what might be
called, therefore, "proxes of opportunity."” Some data
about each of the initial proxes will be reported later.
Here they will be listed, and briefly explained.

1. Title present or absent. It was early noticed
that some students did write a title, and some did not.
It was guessed, provided there were a fair division on
this point, that the better students would be somewhat more
apt to compose titles; and there would be therefore an

expectable positive correlation with human ratings.

2. The average sentence length is a variable of
considerable interest. If a sentence is defined the way
the student writer defines it (that is, as a string of
words between non-abbreviating periods), then there is not

-25-

v e e - = —— g,
PR SR




PEFERLY RS IR NSRRI M LY IR YN M S48 8 A

much evidence to expect more than a slight correlation
with cuality. Kellogg Hunt, for instance (1966) , has

shown that mean sentence length remains fairly constant
with aavancing school age. On the other hand, it might be
supposed that a combination of sentence length and depend-
ency relations wculd be reasonably important; that sentence
length withcut such internal dependencies might be a sign
of the poor writer, the run-on style; but that sentence
length with such dependencies might be a sign of greater

language maturity.

3. The number of paragraphs will often be very small
for a really immature writer, just as other forms of
linguistic markers and conveniences will also be under-
utilized. Thus it was predicted that freguency of para-

graphs would be positively correlated with writing quality.

4. Subject-verb openings are the sentence beginnings
where the subject phrase is apparently first. Without a
parsing program, this variable was only approximated, and
it was done so on the assumption that the first word would
in the majority of cases ke adequate for decision. Any
pronoun, article, abstract noun, etc., will typically signal
a subject opening, whereas an adverb, subordinating conjunc-
tion, etc., will typically signal a left-branching sentence.
An essay's score on this variable, then, would be represented
as a ratio of subject openings to total number of sentences.
A common youthful failing is a stodgy, mechanical style
without variation, while the sign of the mcre mature writer
is a variety of sentence structures, depending on the purpose
of the sentence. Therefore the prediction was that the sub-
ject-verb proportion would be negatively associated with

writing quality.

5. Length of essay in words is surely a characteristic
associated with advancing maturity and skill; and it 1is a

conmonplace correlative of high ratings from human judges.
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Here the prediction was that essay length would help in
the prediction of the mark received, and would be positively

correlated with writing quality.

6. The frequency of parentheses might be supposed
characteristic, in a high school sample, of writing fluency.
: Among poor writers, many of these common tools do not seem
E to be a part of the available repertory, and it might there-
: fore be predicted for parentheses, as for other marks of
punctuation, that they would be positively correlated with
writing quality. (Here and for similar subsequent counts,
the frequency should be taken to mean a ratio of the item
: to the appropriate total of the essay. In this case, the
rumber of words is used as the control for length. Other-

wise, length of essay would be a hidden, contaminating
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factor in most of the proxes.)

7. Apostrophes are in a somewhat different category.
While it is plainly more correct to write DON'T than DONT,
it is somewhat better usage, or at least more formal usage,
to write DO NOT. Frequent apostrophes might be supposed to
mark a rather informal or casual style, and it might be
supposed that informality is on the whole negatively regarded

in a set theme assignment. On balance, therefore, apostrophes

were predicted to correlate negatively with writing quality.

: 8. The frequency of commas might be the most reliable
3 measure of the student's repertory cf punctuation facili-
ties, since commas are more common than any other mark. It

was predictea, then, that comma frequency would be positively

correlated with gquality in a high school setting.

9. The frequency of periods is not, like frequency of
commas, a mark of writing fluency, since it may be evidence
of short sentences, or of abbreviations. Neither of these

4 would be considered an asset in such a formal assignment.

f -27-

PSS

i preyPe iy SRR A A

os ,—cc).




10. The freguency of underlined words was predicted
5 to be slightly, but positively, correlated with writing
] quality, under the simple assumption which also governed

parentheses and commas. Similar predicticns were made

for the focllowing punctuaticns:
11. Dashes
12. Colons

: 13. Semicolons

f 14. GQuotation marks

15. Exclamation marks

16. Question marks

BATAAT LI L E § 113 $5Awy SENAD T BT

and, ocut of order:

26. Hyphens

27. Slashes

17. Prepcsitions are an interesting frequency. In the

first place, it was nct possible to design an algorithm to

4 be very sure about tke accuracy of category. For the initial

§ programs, a word was a "orepositicn" if it was found in a
computer-stored dictionary of prepositions, though to the

human expert it might be serving as an adverb or subordina-

ting conjunction, etc. Prepositions are common words, of
course, yet it was predicted that they would be positively

3 associated with writing quality, simply because their fre-

3 quency would imply dependency substructures within the

: senterce. When sentence length is held constant, as was
noted for #2 above, one might suppose that preposition fre-

quency would vary positively with quality.

18. Connective words, such as nevertheless, however,
and also, were assumed to characterize language marked by

complexity of relationship, and thus were hypothesized to

correlate positively with writing quality.

-28-
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19. Spelling errors are of course +he most obvious
and objective characteristic of writing which is poor
mechanically. In this test, no attention could be given
to the errors which are simply misplaced homophones (such
as THEIR and THERE), nor to other errors which were guessed
low in frequency. Rather, the list consisted of some of
the commonest misspellings which are wrong in any context
(e.g., THIER, BELEIVE, DONT). And the assumed direction
was that there would be a negative correlation between such

occurrences and the human judgment of writing quality.

20. Relative pronouns are another set of words used
by able writers to marshall and interrelate their thoughts.
Therefore it was predicted that there would be a positive

correlation between such words and essay quality.

21. Subordinating conjunctions were similarly ex-

pected to correlate positively with essay gquality, for the

same reasons as those above: that such words are important

and relatively advanced tools for imbedding sentences and

relating one thought to another.

22. The proportion of common words in an essay was

determined by mechanically looking up
Hall (1948) list of common words, and dividing the number

of such occurrences by the total nuaber of words in the

essay. Setting aside misspellings (some of which would

be caught by other dictionaries), we would expect that
s not on such a common list would probably
and

those essay word
be less frequent and more discriminating selections,

would usually represent better diction. Therefore we pre-

dicted a negative correlation between such common words

and essay quality.
23. The occurrence of a sentence with a missing final
period is very hard to find, with present computer programs.

However, at the end of a paragraph, a missing period is

~29-

each word in the Dale and

25 s vl AT




obviously easy to detect, and this mistake does occur
among very immature or careless writers. It would be pre-
dicted that where such an error did occur, it would be

negatively correlated with writing quality.

24. This item, declarative sentences type A,
and the next item, treat an attempt to locate sentences
where question marks are mistakenly omitted. Any sentence
ending with a period was here taken to be a "declarative”
sentence. Then the first word is examined to ascertain
whether the sentence might be interrogative in syntax. If
the sentence begins with any of the common guestion intro-
ducers, such as WHO, HOW, WHERE, etc., it is taken to be a
ndeclarative sentence type B," meaning that there is a
boolean conjunction of a possibly interrogative first word
with a non-interrogative terminal punctuation. A "declara-
tive sentence type A", then, is one in which there is no
evidence for interrogative sentence either in the first
word or in the terminal punctuation. From this algorithm,
then, the sentence is consistently declarative, and may be
better correlated with the criterion that would be the type

g sentences.

25. TFor these "declarative sentences type B," there-
fore, one might predict, if anything, a negative correla-

tion with quality.
26. - 27. Punctuation marks, already discussed above.

28. The average word length in letters might be pre-
dicted of considerable actuarial importance, because we
know from Zipf's law that word length is correlated with
word rarity, and word rarity may be presumed correlated
with broader vocabulary and more accurate diction. Thus

the predicted relationship with quality would be positive.

29. The standard deviation of word length might be
presumed to be highly correlated with the length itself,
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but it was thought that the additional information about
dispersion might add to the total regression. This prox
would also be predicted to correlate positively with the

criterion.

30. The standard deviation of sentence length would
not be presumed, necessarily. to correlate very closely
with the length of sentence, since it is a common observa-
tion that many persons write consistently short sentences,
or consistently long ones. What would appear ideal is
mixture of long and short sentences, as appropriate to the
context, and one would therefore predict a standard devia-
tion of sentence length which would be positively associ-

ated with quality.

In summary, these initial proxes were justified partly
on rational grounds, partly on common sense observations,
and partly by expert opinion. As we shall see later on,
most of the predictions were discovered to be in the right
direction, though not all; and some were considerably less

or more effective than we had foreseen.

The Computer Program. Having decided upon the basic
proxes for the first studies, it was necessary to choose
a programming language for their implementation. This is

not a trivial decision, since the world of "natural-language"

programming, -as it is called, has been and is a rather
chaotic one. For some large-scale researches, through the
past years of programming for natural language analysis,
efficiency has been extremely important, both for time and
m.ney considerations. Consequently, some of the most
important work in language translation (see Oettinger, 1960),
linguistic analysis (Garvin, 1963; Borko, 1967), content
analysis (Stone et al, 1966), and information retrieval
(Becker and Hays, 1963) has been programmed in symbolic
languages close to the machine, such as FAP or MAP. And
these low-level languages not only make changes difficult
and buggy, but also are extremely difficult to move from
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one machine configuration to another. Such programs are of

; little help to the new researcher in natural language work.

At the other extreme are high-level and sometimes quite

PR P PR

abstract languages which have been used for frontier work

in psychology, management science, linguistics, and arti-

A AP TIAL AL

ficial intelligence. Such languages are COMIT, IPL-V,

3 DYSTAL, LISP, SNOBOL, and SLIP. These and others have been
1 designed for list-processing, dynamic-storage applications,
and often pay heavily in speed and convenience for the
flexibility and elegance suitable to such applications.

These were also surveyed rather extensively for any suita-

SRR A

bility for our system needs.

Ultimately, the choice of programming languages for
such a purpose should be governed by these rather over-
lapping considerations: (1) Is it easy to program, and
easy to modify? (2) Are the relevant programming skills
| already available in the research team? (3) Will the pro-
general outlive the rapid and inevitable machine
across the years? (4) Will other researchers be

S

gram in

changes
able to adapt it easily? (5) Is it natural to our own

E;
: systems tape? (6) 1Is it a mnemonic language, easy to

comprehend?

In light of such considerations and after some false
starts with COMIT, the investigators decided upon FORTRAN

IV, for the following reasons: Our own computer installa-

ERAT e L0
RNV WAL AR Aog ~ G

tion at the University of Connecticut, was at that time
a rather new IBM 7040, with extensive FORTRAN IV facilities
as part of the regular system tape. FORTRAN was the most-

widely used programming language in the computer world,

3 with large numbers of available programmers. It further-

more promised to be available at almost all large computer

3 centers for years to come. It is relatively machine-inde-
é pendent, with the exception of a few considerations of

word-capacity and other matters.
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Especially, FORTRAN seemed suitable because, when our

problem was spelled out carefully, list-processing and
dynamic storage were not yet necessary to anything we wished

to accomplish. Such facilities are excellent conveniences

for certain types of problems; but the better we came to

understand our early needs, the more obvious it was that
we needed the following:

(1) A way of organizing character strings into
ordinary alphameric arrays, each row of such an array re-

presenting a recognizable "word", in the usual language

sense. This organizer would also need to set aside punctu-

ation marks and other non-words.

(2) A way of reading special dictionaries into
immediate-access storage, for easy comparison with the
words of the student text.

(3) A way of efficiently counting occurrences of
such dictionary words, for any student sentence and any
essay.

(4) A way of checking on various other, non-dictionary

events in the student text.

(5) A way of summarizing the proxes for an essay.

4

These general goals are shown in only slightly more

rigorous a way in Figure 1I1I-1, which is a flow chart of

Here it is seen that our
and were stored
For

PR 1l KL LT LR RS By

the first program outlines.
dictionaries were input in punched cards,
in core, in what are called double~precision arrays.
many readers, this requires some explanation. The core

storage of the IBM 7040 was at that time limited to 32,000
sister was limited to

LA R SR DA R P e Gl gty DL SRR

computer registers, in which each re
six characters of the alphabet, number system, punction

set, etc. While the average English word (in running text)

is between four and five letters in length,
roportions of common worxrds)

RN sl

PRTVR QR TSR

the average

: dictionary word (with small p
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FIGURE III-1

GENERAL FLOW CHART FOR FIRST PROGRAM
PROJECT ESSAY GRADE
(ESSAY ANALYSIS)
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will naturally be longer, and words will often be too long
to fit within a six-character register.

For this reason use was made of a facility of FORTRAN
programming called "Jouble-precision" addressing, which
permits a set of two such six-character words to be
addressed as if it were one. This scheme permitted English

words to be packed in up to 12 characters, but truncated

any words longer than 12.

Since each word was originally read in from a punched
card, 80 characters in length, the first problem of pro-
cessing a sentence was to reorganize these characters into
words. Such markers as spaces and punctuation permitted
identification of such words, and these were then "packed"
from the loose original array, which was organized with one
character in each computer register, into the denser 12-
character registers. Then these text words could be
compared with the dictionary words by comparing the first
six-character register of each word. If a match were made,
the second six-character register was also examined, and
if another match were found, a hit was recorded for the
particular list examined. This method of "packing"” such
words, then, permitted two economies: a large economy of
space, since 1000 English words could be contained in only
2000 computer registers; and a large economy of time, since
a match of the first six letters could be made in just one

arithmetic comparison of one cell with another.

As is shown in Figure III-!, the student essays
were also input in punched cards, and the eventual proxes

were output in punched cards as well. (Later systems are
tape-based.)

This original FORTRAN IV program, as modified and used
throughout the length of this present report, is listed

with considerable comment in Appendix A. Since the

accompanying documentation is fairly extensive, we

~35-

UM S

A

S

1 ? com sormvrrpree

2 fatilis M A L AL

E
;
=7
%
z
#X
A
B




SRR RN T Ey 1P A

4443 Agueiia

Bl i &4 abs

AR

A ESIE

g 2%

RSN DU POB B AAAT Ea L A0 aR

Tl T LA FO P

shall not describe the program in any great detail here,
although it is obviously one substantial product of the
work. In general, however, the effort was to make a pro-
gram that would be: (1) efficient, so that expenditure

of time would not be too great; (2) modular, so that it
might be easily understood, and altered as circumstances
would require; (3) general, so that dictionaries, numbers,
functions could be easily changed; and mnemonic, so that

variable names would be reasonably easy to learn and
remember.

An example of the modular and mnemonic nature of the
program might be seen in the function which searches for
a given text-word in any particular dictionary. This func-
tion is called INTABL, and appears in statements of the

form:
IF (INTABL (WORD, PREP, 100)) GO TO 900

Here the argument WORD refers to the particular essay
word to which the DO loop has brought us in our data pro-
cessing. Let us say that such a word might be AFTER. The
argument PREP refers to the sub-dictionary containing pre-
positions, which is stored in core, and may be quickly

searched. 2nd the argument 100 is the (maximum) length of

that list of prepositions. The function INTABL causes the

program to transfer to a subroutine, which makes a search

in that list called PREP for the word (in this hypothetical
case, for the word AFTER). If the word is found in the

list of prepositions, then the function INTABL is "TRUE,"
and the command of the IF statement is followed. 1In the
present case, this means a transfer to statement number 900.
If the word AFTER had not been found in this subdictionary,
then the operation would have moved to the next statement

following the IF, whatever that might be.

The manner of the search may also be of some interest,
since dictionary look-up is surely one of the principal

operations in the precgram. 1In a completely random sequence
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an exhaustive search would have to be made through the list
in question; this would be much too inefficient. Rather,
some advantage may be taken of the alphabetical segquence,
and of the fact that the order of the letters corresponds
with the size of the binary numbers in which the letters are
represented. This means that early letters (such as A)

will be represented by low binary numbers (with many zeroes).
This also means that a word may be easily compared with a
given spot in the list, and it may be said whether that
word matches it, or may be earlier in the list, or later.
This is sometimes referred to as "equal to-less than-or

greater than" comparison.

Such a comparison permits several techniques. The
most obvious is to plod through the list until the point
is reached where the word should be, alphabetically speak-
ing. If it is not there, then the operation may be re-
turned to the main program, with the value FALSE. This
technique of using the alphabet in a straight linear search

will, then, obviously save about half the search time for
the word in question.

A more advanced search technique, however, is what
is called a binary search. This operates by going at once
to the middle of the list, and making the comparison at that
point. If the word is earlier, then the first half of the
1ist is divided, and a comparison is made with the list at
that quarterpoint. The list keeps being narrowed by half
each time a comparison is made, so that very soon the
comparison is narrowed to a single word: 1if the text word
does not match the list at this point, the operation re-
turns to the main program with the value FALSE. Such a
binary search obviously capitalizes on the great economy
of the exponential number. And this is an economy which
rises rapidly as the dictionary increases in size. The
number of comparisons made will be about the logarithm base

2 of the number of words in the dictionary. That is, if D
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is dictionary size, and D = 2n, then n is the number of

Hé comparisons required, in the usual case, to ascertain

‘ whether any word is present in the dictionary. Then if a
dictionary is 16 words long, about four comparisons will
locate it. This may not se<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>