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SUMMARY

An analysis of existing computerized data banks in
science and technology reveals that nearly half of them involve
the storage and retrieval of bibliographic data. Activity in
this area has, in the past, been characterized by independent,
autonomous efforts, each finding its own solutions to much
the same set of problems. This situation is giving way to a
new environment in which we find cooperation, standards, and a
rigorous rational analysis of the traditional raw materials and
processes of librarianship. There is evident a genuine
rapprochement between librarians and computer specialists,
resulting in a scientific approach to the problems posed by the
control and retrieval of bibliographic entities.

It is observed that the design of systems dealing with
bibliographic data must respond to pressures generated by the
structure of the data itself, as well as to inter-system and
user requirements. These pressures can take effect on several
levels, ranging from programming subroutines, to file structure,
to the organization of access modes and output formats. Examples
of each are provided.

This is an exciting and critical period for library
automation, for the standardization of machine input records,
and for the design of retrieval systems dealing with these
records. Librarians and information scientists are at the brink
of a new era. Decisions being made today will affect the way
we will have access to our bibliographic heritage for decades to
come.



DATA FORM AND AVAILABILITY AND THE DESIGN OF COMPUTERIZED

RETRIEVAL SYSTEMS DEALING WITH BIBLIOGRAPHIC ENTITIES

I. Introduction

I have been asked to talk to you today about same of the factors involved

in designing computerized systems dealing with bibliographic data. By biblio-

graphic data I mean the various data elements that have historically been used

to describe documentary entities (boOks, articles, technical reports, theses,

proceedings, etc.), both as physical objects and as intellectual (information-

bearing) objects. Common examples of sudh data elements are: the title, the

author, the date of publication, the conference nase, the total number of

pages, and the subject index terms. These elements arefin general, quite

familiar to most of us and I needn't inventory them all here. We see them

everyday whenever we peruse a citation, a reference, an abstract journal entry,

an index, a library accession list, a selective disseminaticn of information

(ar SDI) announcement, or a common garden-variety 3" x 5" library catalog card.

I'm sure that few of us manage to avoid looking at bibliographic data entirely

during the course of a given day.

I don't want to spend a lot of time justifying this topic, though I

must admit when I finally saw the entire program my initial reaction was to do

exactly that. I think, rather, I would simply like to assert that there exists an

intimate connection between documentary records, containing scientific and

technical information, and the management process, and let it go at that, with

perhaps one example. This fairly safe contention has perhaps nowhere been more

dramatically exemplified than in the National AEronautics and Space Administration.

James Webb, former NASA administrator, stated in his 1968 Diebold lecture at

Harvard, on technological change and management, that "The essence of the job
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NASA has done is not that a new body of knowledge and technology has been

brought into being. Most of the basic knowledge and basic technology was

already at hand. The essence of our job has been that or organizing and

managing the use of available knowledge and technology in a purposeful and

effective way." (Ref. 41, p. 23)

For the purposes of this paper, I like to think of the term

"Available Knowledge" as referring in this context, strongly, if not entirely,

to documentary. entities. This hasty nod to the decision-making process will

have to suffice, at least for the time being, by way of justification.
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II. Bibliographic Data Processing -- General Comments on the State-of-the Art

We happen to be about now at a rather exciting crossroads in the

history of the machine processing of bibliographic data. This is, of course,

a relative kind of thing and I'm sure that some of you will find the develop-

ments I am about to describe less than dramatic.

In 1968, an interesting reference work entitled Directory of Computer-

ized Information in Science and Technology (Ref. 12) was published. This

book contains entries for nearly 300 information systems. An analysis of these

systems reveals that approximately 50% are concerned with the storage and

retrieval of bibliographic data. (The others involve such data as neutron cross-

sections, cancer test results, etc. and "fact retrieval" as opposed to document

retrieval.) Virtually all of these bibliographic systems are autonomous and

independent efforts which were designed to satisfy their own system requirements

but which had no particular concern for anything outside their individual frameworks.

One of the systens that is treated in this reference work is that at

the NASA Scientific and Technical Information Facility, in College Park,

Maryland, which, up until last November, was operated for NASA by Leasco Systems

& Research Corporation, and where I served as an Assistant Director. Back in

1962, when this Facility was first established, we sat dawn with NASA and

developed detailed specifications for every element of the desired system.

For example, our experts in reprographic technology drew up complete technical

specifications for the microforms to be prepared: overall dimensions, distance

from edge of card to frames, distance between frames, thickness, acceptable

curl, image resolution, everything down to the smell of the film! In another

area, I sat down with my counterparts and we ran through the entire set of

bibliographic data elements, or at least we ran through as many as anybody

connected with the job could then conceive of. We decided which ones we were



going to collect and we decided various details about the appearance of the

things collected. We designed the system's standard bibliographic citation,

which puts most of these elements in relation to one another, and we designed

various sub-versions of the citation for special purposes, such as the selective

dissemination (SDI) system.

In short, we designed a computerized system for handling NASA's biblio-

graphic data, and within three months the primary product, an abstract

journal with indexes, prepared entirely by this system, was rolling off the

presses. Later in the first year, as the file grew to a decent size, we began

to do our first important retrieval work in selectively pulling material from

the file in response to specific queries. Each year since, the uses

of the master file of bibliographic data and the information products flowing

from it, have increased in number and sophistication. Selective Dissemination

of Information (SDI) or current awareness systems of several types were devel-

oped. Continuing or recurring bibliographies on topics of major interest were

begun. Distribution of bibliographic data on magnetic tapes to a body of field

users was entered into; perhaps the U.S. government's first such effort. On-

line, real-time access to the data bank was initiated on an experimental basis.

The Facility became a virtual document-processing factory with raw materials,

in the form of government R & D reports, entering the hopper in profusion fran

one end and a multitude of products, representing different packagings of the

information in these documents, emanating fram the output end.

Looking back at this early design activity now, I can appreciate better

the problems we had simply because we were early in the game. There were no

government-wide or professional standards for cataloging technical report

literature. Nobody had even made up a really complete list of the kinds of

things you ran into in this work. And there were certainly no standards or
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even recommendations for a machine file structure. What data elements should

be captured? Of those captured, which require separate tagging? What kind of

overall structure is best: a directory (sometimes called a relative image)

structure, or an embedded identifier structure? If the latter course is

followed, should these appear with or without explicit length data? Should we

program in a higher level language or a machine-oriented assembly language?

There were questions on all levels to be answered, by everyone fram the cataloger

to the reference librarian to the systems programmer.

Now roughly the same was true in same other areas. There were then,

for instance, no government-wide or professional specifications for microfiche.

These came along a bit later via the coordinating efforts of the Government's

Committee on Scientific and Technical Information (familiarly known as COSATI),

and implementing them was, relatively speaking, no problem. As I hardly need

to tell you, however, the same can rarely be said when you get very far down

the road with a software system with a lot of interrelated parts. It isn't so

much the file format you've chosen that kills you. This can be converted,

albeit usually with limitations. It is the software that surrounds and mani-

pulates the file and produces the system's various outputs that provides the

inertia. What you do at the beginning, right or wrong, you often have to live

with for same time until the next massive re-design, re-programming, or "re-

camputering" (Machine Replacement) effort.

The present situation is much improved over what we at the NASA

Facility found in 1962, and over what every other designer of the early years

of this decade found, whenever they began.

It can be regretted that these improvements didn't appear

earlier, so as to make possible a greater degree of compatibility among

the 150 information systems, referred to in the Directory I cited,
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most of which began in the 60's. However, this is a fruitless kind of hind-

sight as the pioneer systems themselves were probably necessary in order to

clearly establish a need and a base of experience.

The improvement in the situation can, I think, be described under two

headings: (1) Standards, and (2) A new, systematic, even, if you will, "scientific",

approach to the problems.

A. Standards (e.g. COSATI, interagency cooperation, Project MARC, etc.)

Through the efforts of COSATI, for example, government-wide standards

have been arrived at for products such as microfiche, and functions such as

descriptive cataloging of technical reports.

Through the cooperation of NASA and the Department of Defense (DID) in

the preparation of their respective thesauri of scientific and technical terminology,

we are, in effect, moving toward a standard pattern in the vocabulary area also.

The Library of Congress' Project MARC (41RC stands for NAchine-

Readable Cataloging) has led, with the MARC II format, to a national standard,

with impressive official support, for a computerized record for the communication

of monographic bibliographic data between one organization and another. The

studies and investigations that led to MARC have, however, done even more than

that really. They have led to a groundswell of new sensitivity and awareness

in the profession (and by profession I mean here librarians and information

scientists together) of the nature of the basic data we work with.

This is one of the really exciting things I see happening in the

profession and leads directly to my second heading.

B. Scientific Approach

Quite clearly there is a new, systematic, even scientific,

approach to problems of bibliographic data. I have, in my ownrmind, always
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considered this as dating fram the publication, in 1965, of Buckland's report

to the Council on Library Resources, entitled The Recording of Library of

CorIE.esholirhical Data in Machine Form (Ref. 10). This report laid the

problems on the line and told everyone frankly that "at the present time there

is no firm basis or set of standard's for the use of bibliographic data in

machine form. Even the present manual uses of the bibliographic data are not

well defined.... The crux of the problem, which affects the long term use of

any data recorded, is that very little is known formally about how bibliographic

information will be machine processed to accamplish various objectives. This

results in an inadequate set of specifications controlling what data is to be

recorded and int what form."

This report made a number of observations that later proved extremely

fundamental in nature. For example, it pointed out that most bibliographic

data performs multiple functions, overlapping, for instance, into both the

areas of control and search. It classified the various kinds of coding or

identification found, or possible, for bibliographic data, ranging from the

fully explicit to the so implicit that the data is hidden in all practicality

fram even a full scan and complex program manipulation (e.g. the difference

between a personal author and a corporate author). It also laid on a few basic

requirements that, happily, librarians proceeded to pick un and run with over

the next few years; for example:

"Before a standard machine-readable record for bibliographic data

is agreed upon, the library world should consider what additional elements

require to be distinguished in the bibliographic entry.... It appears that

card catalog data needs to be recorded for long term purposes since the data

being encoded today will be in use 10, 25, and 50 years from now. Because new

uses of the data are apt to emerge in its life span, we had better think now



about what should be contained in the record to have the best possibility of

satisfying the new requirements." (p. 30)

In this same tradition, the report entitled The Identification of

Data Elements in Bibliographic Records (Ref. 15), done for the United States of

America Standard Institute (USASI), Z-39 Committee, by Ann Curran, now of

Inforonicsfis an extremely important fundamental step in a scientific approach

to the problem. Without regard for any one provincial point of view, or any

cne library or type of literature dealt with, it spreads all the elements out

for the first time, like a bunch of potsherds awaiting the archaeologist's

hand.

The realization is also beginning to sink in that we librarians,

experts in description that we style ourselves, have, on yet another level,

not adequately described the phenomena we deal with. We have not

adequately described our bibliographic descriptions! This may sound exotic,

but I assure you it is an absolute necessity when working with the design of

today s machine systems. A good example is the MARC staff paper, "Fields of

Information on Library of Congress Catalog Cards: Analysis of a Random Sample."

(Ref. 4). This study was necessary because the MARC investigators found they

didn't Iola"; enough about bibliographic descriptions. What is the frequency of

appearance of the varicus elements in these descriptions? How frequently do

personal authors appear? Do illustration statements appear? What is the

distribution of multiple authors? of multiple illustration statements? What

is the distribution of materials across foreign languages? What is themaximum,

minimum, and average length of titles and what does the distribution curve

look like? What about the appearance of special characters? Had many can be

identified and with what frequency for each?

Some of these questicns the MARC staff tried to answer. They had to.

You can't define a character set for a computer system without answering the



last two, for example. Others, MARC itself hasn't gotten to yet but other

people have. For example, if you are engaged in loading random access storage

equipent with inverted files or serial citation files of bibliographic data,

or if you are working with an on-line CRT system that is going to be moving this

data around a lot in interactive fashion, you are going to ask yourself numerous

questions having to do with the distribution and lengths of data elements.

When you think about it a little, you can't help but feel that the

profession has been remiss. Even though there may not have been any major use

for this data prior to the advent of machine systems, the fact that the data

was not available when people looked for it seems a failure to follow a system-

atic and scientific approach to one's area of responsibility; something that a

zoologist, for instance, would not have been guilty of with respect to his

animals.

Even though I can call librarians remiss, however, they have been no more

so than numerous other disciplines being hit for the first time with the

unsentimental demands of the new computer technology, and at the same time I

think the library profession is responding gratifyingly to the computer

challenge. More and more librarians are learning about "systems analysis,"

"automation," "programming," etc. Old long-established practices are being

re-examined. Things are being hauled out into the light that had become

virtually scriptural in the library science curriculum, and are being forced

to re-justify their existence -- if they can.

For example, Wesley Simonton, of the University of Minnesota in

his article "The Computerized Catalog: Possible, Feasible, Desirable?"

(Ref. 40) does perhaps the best of several jobs in subjecting the cherished

concept of "Main Entry" to a set of searching questions which are very rapidly

bringing it back down to earth and into mortal perspective. (Dia this subject see

also Ref. 6, p. 26)
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The hallowed American Library Association (ALA.) and Library of

Congress (LC) filing rules are likewise receiving detailed cross-examinations.

William Nugent, of Inforonics, in his article entitled "The Mechanization of the

Filing Rules for the Dictionary Catalogs of the Library of Congress" (Ref. 35),

addresses himself to the question of just what it would take in a computer

system and a machine-readable record to achieve exact correspondence with the

present rules. Perhaps in some cases we won't want to pay the price. Filing

rules seem almost certain to receive some modification as a result of

computerization.

And yet at the same time I feel that the profession is proceeding

with an appropriate dignified haste. Frederick Kilgour, then Associate

Librarian at Yale University, in his paper "Symbol-Manipulative Programming for

Bibliographic Data Processing on Small Computers" (Ref. 25) states:

"Perhaps the cardinal principle of a bibliographic data processing system

is that the machine must not be allowed to impose its characteristics on

the data or the procedure. In the case of library procedures, long

experience has accrued; indeed libraries are thousands of years old, while

books have been printed for hundreds of years. Lessons learned empirically,

decades and perhaps centuries ago, should not be discarded because of

machine characteristics or because of difficulties in program planning or

coding."

As a librarian who has worked long and hard with systems and pro-

gramming people, I agree wholeheartedly with Mr. Kilgour's observation. It is

very easy for the computer types to discount puzzling library "habits." As

Buckland stated it, "Definition of the function or uses of bibliographic data

needs to be made by experienced librarians. In those cases where these uses

have been left to programmers or machine salesmen, difficulties have arisen



before many thousand items of information have been processed." (Ref. 10, p. 32).

It is up to the library profession to rationalize its practices, in the sense of

basing them on rational principles. What can't be rationalized can be done

withcut.
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III. Factors in the Design of Bibliographic Data Systems

When I consider the problem of designing a document retrieval system,

I can envisage the bibliographic data that will be the concern of the system,

exercising three kinds of technical pressures on the designer. I say,technical

because I would like to set aside the economic cost-effectiveness pressures for

the purposes of this discussion.

The data exercise certain pressures on the programmer by virtue of

their basic attributes. These pressures are distinctly different from the

pressures that the data in an accounting system, or an inventory system, or

any other kind of system, exercise.

Likewise, there are certain pressures on the system designer that are

attributable to the unique system requirements of bibliographic data. These

pressures also stem fram the basic nature of bibliographic data but have an

effect on a higher level than programming subroutines. They affect such system

characteristics as record format.

Thirdly, there are pressures on the system designer that arise because

of the way that users require access to, and outputs from, this particular kind

of data. These are somewhat less fundamentally tied to data structure and are

subject to change depending on the user population.

I would like to spend the remainder of this paper providing examples

of each kind of pressure.

A. Programming

Papers dealing with the programming aspects of bibliographic data are

something of a rarity. About the best thing I found in my search for references

was a paper by Sally Alanen, a programmer formerly at Yale University, entitled

"A Library of Subroutines for Bibliographic Data Processing." (Ref.1) She
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herself emphasizes the sparseness of material at the very beginning of her

paper, when she says:

"Computer processing of bibliographic data differs from other data pro-

cessing in the types of operations that are most frequently performed.

If the operations that are most useful for bibliographic programming can

be identified, then tools can be devised to perform them efficiently and

to save programming steps Little has been published about specific

programming problems of bibliographic data processing There has not

yet appeared an analysis and classification of subroutines for bibliographic

data processing. This paper will classify such a set of subroutines and

describe same of its components."

The subroutines she goes on to cover range over the following headings:

input/output, compression coding, tag generators, array searching, comparison

subroutines, array transfers, data packing and unpacking, data mode conversion,

filing, and generalized sort-merge programs.

The single example that can perhaps be described in the fewest number

of words concerns input/output (I/0). Since it is a characteristic of biblio-

graphic systems that I/0 consumes a high percentage of total processing time,

Miss Alanen advises that a subroutine should be written with efficiency as its

primary goal. It would permit unformatted, variable length records to be read

into and written out of buffers in core memory so that I/0 requests can, wherever

possible, be serviced individually from the buffers, which are subsequently re-

filled. Though the example may seem elementary, I think it demonstrates my point

sufficiently so that more specialized subroutines needn't be described here.

Numerous additional examples and associated discussion are contained in Miss Alanen

paper and I recommend it to those wishing to pursue the subject.

B. Systems Design

Coming up a notch fram the programmer's problems with bibliographic
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data, we can assume the systems analyst point of view. John Knapp's paper

entitled "Design Considerations for the MARC Magnetic Tape Formats" (Ref. 27)

is a good example of such a viewpoint. In this paper, Knapp, of LC's Information

Systems Office, does an excellent job of demonstrating haw librarians have in

the past relied on the technique of formatting to communicate large amounts of

information to the user. The 3 X 5 catalog card, arrayed in their millions in

so many large research libraries, are only readable and usable thanks to some

fairly rigid formatting rules. Indeed, when closely examined,the 3 X 5 card

seems to communicate as much implicitly by positioning of data, and other cues,

as it does explicitly in the characters themselves. Knapp shows clearly how

this implicit information must be made explicit during any move to a computerized

system.

He discusses the single most obvious characteristic of a bibliographic

record, and the data elements in that record, their variable length, and how

this impacts system design. The following is a lengthy quote:

"In the past, format design for data processing has favored the fixed field

format because it has advantages in computer processing: fewer instructions

need to be written to manipulate the data and processing time on the

computer is shorter, and, therefore, more economical. As noted earlier,

bibliographic data are not :Lc' .uily adaptable to fixed-field formatting

because the data elements in this kind of record have unpredictable lengths..

Of necessity, the formatting of machine-readable cataloging data requires

the extensive use of variable fields and the ability to handle records with

no prescribed maximum length. Techniques are being developed to deal

efficiently with the complexities of bibliographic data in machine pro-

cessing. Fixed fields, however, can play a role in a format for biblio-

graphic data which could help make the machine-readable record a more

powerful tool. Fixed fields may be used:
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(1) Tb make explicit in the machine certain information which is usually

implicit to the human, e.g. the country of publication or language

of the work, both of which may be expressed in some form of fixed-

length code.

(2) Tb show important characteristics which apply to the whole record

but which are not necessarily described by any particular data

element, e.g. the work is a government publication.

(3) Tb make information already carried in a variable field more readily

accessible by coding it in a fixed field, e.g. retrieval of records

by date of publication may be a common operation and efficiency of

retrieval may be worth a redundancy in the record by carrying the

information in both the variable and fixed fields.

(4) Tb augment the catalog record with useful information not usually

found on a catalog card, e.g. an indication to show that the work

cataloged has an index."

Numercus other considerations which are distinctly systemoriented

rather than programming-oriented are treated by Knapp. Perhaps the best single

example is Project MARC's decision to express all data characters as a full

byte (that's B-Y-T-E, or a sequence of binary digits handled by the computer

as a unit) in the MARC II communications format, so that these data may be

used on a wide range of computers. For LC's own internal processing operations,

a format variation is used whidi is more efficient on the particular computer

installed at the Library. The local format is then translated into the

communications format in order to perform the system's very important distri-

bution function.

Project Intrex at MET provides another fine example of same excellent

system design work which has been sensitive to the particular structure of
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bibliographic data.

Alan Benenfeld, in a report entitled Generation and Encoding of the

Project Intrex Augmented Catalog Data Base (Ref. 6), describes several features

which break new ground and which will have to be considered in any

extensive future work.

One of these is a Transfer Code:

1. Transfer Code

"A transfer code is used whenever information required for a given

catalog record is contained in another record. This is especially

useful for relating analytics to their respective whole works. For

example, library location and full citation information recorded

about an entire conference proceedings need not be recorded again on

the separate records for the individual conference papers. A transfer

code is used; it contains only the number of the record referred to,

which in this case is the record number for the entire conference."

Another intriguing and unusual feature is their User Comments Field,

which, years back, when a few people toyed with it as a strictly theoretical

concept, I can remerdberbeing called "Hypertext."

As Benenfeld describes it:

2. User Comments Field

"Comments will be sought from users on any aspect of this computer

catalog, including the indexing, the records, and the documents these

represent. These comments will be specially stored and periodically

printed out for verification and editing. Comments falling within the

sphere of a specific field in a given record will be entered into that

field directly. Those comments expressing a value judgment on a

document, or pertaining in general to a record will be entered in
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field 85 [i.e. a special field]. Comments will be signed, that is,

attributed to their source." (p. 24-25)

The Project Intrex work, which is based on a fully "analytical"

computer record, does one of the very best jobs I have seen of pointing out

just what you gain and lose between a traditional, paragraphed, or run-on

record and an analytical record:

"In an analytical record, statements normally found in the body of the

descriptive entry of traditional records are broken into component parts,

and data of the same kind are listed as a repeating data group. While

it is possible to reconstitute traditional statements from listings in an

analytical record, this would be inefficient if system output is primarily

oriented to providing traditionally formatted printed records. In Intrex,

system output is display oriented and the analytically structured record

gives added versatility in optimizing displays of bibliographic data.

"Still, if full statements are to be generated from an analytical

record, the wording and order may not necessarily be the same as appears

on a document title page or in a traditional record. These discrepancies

are not considered serious for Intrex: because the essential value (content

or argument) of each element is retained in the analytical record, and

because a document title page can be consulted by display through the

Intrex text access system." (p. 25)

In other words, Intrex realizes that once you have pushed Humpty

Dumpty off the wall, you can never really get hint back together again the way

he originally was. Once ycu have "unitized" a bibliographic record you must

forsake knowledge of some of the spatial and contextual relationships that held

for the data as it existed in paace on the original document. This simple,

seemingly trivial, fact has caused much more than its share of problems in

library mechanization projects.
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C. User Re9uirements

Nbving up the scale fran progranrning problems through systems problems,

and beyond, we inevitably run into the poor user's problems. I have neglected

him up to now because I have chosen to emphasize the pressures of the,data itself

rather than the user pressures. Actually, of course, in real life, the prior-

ities should be somewhat reversed. The most beautifully designed systenimon't

be worth a plugged nickel unless the user population likes it, uses it, and

finds it satisfies their needs.

The several examples which follow are modular in nature and depending

on how much time it is desired to save for questicns, I can simply leave a few

examples off the far end.

1. A11 Data Fields Searchable

One very clear user need that emerged in the NASA system that I

was involved with was that of increasing the nuMber of data fields that may

be queried in the general search. Originally we thought solely in terms

of subject matter bibliographies and literature searches. A great deal of

other data about each document was gathered and stored; however, it was

initially felt that the uses to which this data would be put would be for

document control purposes, for statistical, administrative, and managenent

reports, and for document request processing activities independent of

the subject searching activity. Various other programs, therefore, made

use of these fields, but the original search programs were not constructed

so as to exploit very much non-subject data. This turned out to be a

false assumption. Fran the very beginning, we were asked to discriminate

within such fields as (1) sponsorship, (2) document and title security

levels, (3) country of origin, (4) language, (5) copyright status,

(6) contract number, (7) presence or non-presence of a microfiche, etc.
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There was thus early demcnstrated to us the need to intermix our adminis-

trative and bibliographic data right along with the subject indexing data.

It is surprising haw frequently non-subject data can be utilized to improve

or narrow down what is basically a subject matter search. In the new

search system now being implemented at the NASA Facility, it will be a rare

data element in the file that will not be searchable. The lesson is to

generalize your search programs, give yourself as much flexibility as you

can by making as many data fields searchable as you can.

2. Root Searching

I am not sure at which point in time it came to our attention

that it would be useful to be able to search portions of fields rather

than always the whole field. It might easily have started with contract

numbers. Many contract numbers have a prefix which indicates from which

location they were let and monitored. If one wanted to restrict a search

to the output of one or more particular centers, the prefix searching

capabilities could be used for this purpose. Many such prefixes can be

equated to certain assigned areas of technological responsibility within a

total program, and it is nearly possible in this way to restrict a search

to a program area.

MUch the same argument holds for the other fields where this can

used. There are many report number prefixes which constitute useful

"Brand Nartes" in special search situations. In the field of translations,

for instance, the report number prefixes NASA-TT-F, FTD, and JPRS, would

immediately be recognized by most special librarians and could be put to

practical use.

In the case of personal authors, the technique becomes useful

in a slightly different way when one is uncertain of the proper initials,



or when the same man may have been entered in more than one form, as in

G. Kuiper and G. P. Kuiper. A search on "Kuiper" alone will save writing

whatever variants may exist for Gerald P. Kuiper (though it will also,

admittedly pick up some extraneous material by whatever other Kuipers may

exist.

Within the area of subject index terms, the technique becomes

perhaps even more interesting. For instance, a search on the single root

"aluminum" would permit the searcher to include not only, the metal itself

but all the different aluminum compounds whose names would begin with the

word "aluminum." The searcher acquires at least a partial ability to

specify "narrower" generic levels without benefit of a formal thesaurus.

In non-subject areas it generally makes sense to consider only roots that

are prefixes, but within the subject area it is interesting to extend

the principle and to consider "floating roots". "Floating roots" refer

to particular combinations of letters wherever they appear in a word,

beginning, middle, or end; prefix, infix, or suffix. Good examples of

useful floating roots might be "pneumo" as in pneumatic, or "iode" as in

diode, triode, etc., or "organ" as in organometallic, etc.

3. Ability to EXpress Logical Role of Every Parameter Queried

Let us move next to the area of logic. In any kind of search

effort, there is necessarily some logical relationship among the various

parameters queried. This relationship may be expressible at the option of

the searcher or it may be 'built in" to the system. Our basic method for

expressing this relationship had always been the familiar Boolean equation.

However, as I have indicated, when we began, our attention was somewhat

overly centered on subject seardhing. In that area we gave ourselves complete

flexibility in expressing Boolean relations. Whenever we added non-subject
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elements to our search, however, we felt smart enough to decide in advance

that we would always want an implied "and" relationship between different

fields. For example, if we listed several contract numbers we were

automatically asking for all items posted to this contract number or this

contract number. When we listed a journal announcement category along with

a set of index terms we were automatically "anding" or intersecting the two

sets by demanding that both be present. Unfortunately it isn't always

necessarily the case that you want to search on this basis,and we again

found, therefore, that we had not built sufficient flexibility into the

system. Under a concept where all parameters of a search are subject to

exact logical expression in an equation, all possible combinations of

searching are available to the user. It is this kind of full flexibility

in our search logic which we found necessary and towards which the Facility

is now headed.

4. Term Weights

Some of you may be familiar with systems that make use of term

weights (that is, a numeric value assigned to terms) at the time of

retrieval. In such systems, weight values are arbitrarily assigned to

each term in the search and the output is controlled by specifying that only

items having a certain calculated weight, or greater, be retrieved. We

got started with weights in connection with a desire to do something that

cur Boolean logic couldn't do, or at least as a matter of practicality

couldn't do. We would have a group of terms and we wanted to demand that

retrieved items be indexed by at least a certain number of these terms,

but permitting any combination. This is the same as the "percent matching"

technique one so often sees in SDI systems. Boolean logic can't handle it

efficiently and so we turned to weights.
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No sooner had we introduced weights into our system than several

by-products, which we had not originally foreseen, became available. For

instance, it is apparent that document weight becomes a way of ranking

search output in order of relevance. Probably the first use that weights

were put to was not to limit the output, but to arrange it or rank it

either for the user or the analyst or perhaps both. This becomes extremely

valuable in an environment where search output receives a human edit before

it is released. Arbitrary weight levels can be set by the analyst above

which relevance to the question is assumed and belaa which editorial

efforts are concentrated.

It next occurred to us that the weighting technique could be made

to achieve exactly the same results as a Boolean equation. Cleverly

assigned weights could, in a sense, simulate such an equation. Any logical

equation can be so converted, though for some equations the process is

more cumbersome than for others. This relationship between the two search

specification systems had apparently not previously been specifically

realized in document retrieval efforts, where they were usually referred

to as disparate entities.

We found that there were basically two advantages to having

achieved this realization: (1) some searches, especially "percent matching"

types are more easily and rapidly expressed by the analyst in terms of

weights, and (2) some machines, and the 1410 is one, handle arithmetic

techniques faster than logical techniques; therefore, if you can express

the logic of a search in terms of weights, the search by that technique

will prove to be faster on that type of machine.

The lessons to be had fram this experience, other than the power

of the weighting technique, are, I suppose, that serendipity will reward
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the inquiring mind in this field, as in most others, and, again, that it

is advantageous to have your computer doing the things it is best at.

5. Search Expansion Vs. Search Contraction

One of the striking things about bibliographic searching, in my

opinion, is the fact that a given search may proceed either as a process

of gradual expansion or a process of gradual narrowing down. It may

approach the desired set from either end of the spectrum. It all depends

on what you start with. Sometimes the searcher in his initial retrieval

attempt is faced with a quite large set of documents in which he must find

the few that treat of the particular aspect of interest. He must narrow

his search. At another time the searcher may address a perfectly reasonable

query to the camputer and get back the reply that no documents satisfy the

conditions specified. In this second case, the searcher must in same way

relax the constraints he has imposed and allow at least some documents to

pass through the sieves he establishes. He must expand his search. Another

situation that may commonly exist, of the latter type, is that in which the

searcher actually has an excellent example of a relevant document in hand

and wants to find as many more like it as he can. Having observed both

problems occur in real-life situations, two areas of further research and

development suggested themselves. I do not think anyone has done major

work in the design and testing of automatic rules or algorithms for

broadening or narrowing a given Boolean expression. In other words, after

your first try it becares clear whether you stand all right or whether

broadening or narrowing is required. It can be laborious to successively

recode a problem. It should be perfectly possible to have the

computer handle the recoding programmatically, following algorithm rules

previously worked out. Vaxious levels of the same search would probably



be handled simultaneously under such a system. The European Atomic Energy

Agency ai:URAT(M) currently does something of this sort, I believe, in its

bibliographic search in connection with estimating Recall Ratios (or the

degree to which the search found what was in the file on the subject in

question). Analysts at the National Library of Medicine WEN generally

code, I believe, three successively looser levels of every retrospective

search. Den Wilde, of the University of Connecticut, in some recent papers

dealing with the strategy of interactive searches (see Ref. 42) has also

ventured into this area. These are the only cases of which I am aware,

however,

A related area where I wculd like to see some work is that of

letting the computer build up its own searCh fram the base of a single

document. I would like to be able to go to the computer and sw,

"Document X is exactly what I am interested in. Print me out citaticns to

the 10 documents that most closely resemble Document X." If someone else

doesn't pursue this one, I am sure Lease° eventually will.
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IV. Conclusion

In closing, I wculd merely like to reiterate that this is a very

exciting and critical period for library automation, for the standardization

of machine input records, and for the design of retrieval systems dealing with

these records. Librarians and information scientists are at the brink of a

new era. Decisions being made today will literally affect the way we and our

children will have access to our bibliographic heritage for decades to come.*

*Relate this to the decisions made in the profession around the turn of the

century to go to the unit card and the way these card catalogs are now

inextricably related in the public's mind to library service.



APPENDIX A,:

Justification for This TOpic at an MIS Conference

1. Relation between document retrieval systems and management information

systems, in context of information systems in general.

2. Relation between technical information and management processes.

Some of you might well ask what is such a topic doing at a conference

where the basic subject is lAanagement Information Systems". I posed this

question myself when first asked to participete here. my personal experience

has been almost entirely in library and document handling applications, and I

expressed some anxiety about the appropriateness, within the conference frame-

work, as I understood it, of what I felt was perhaps too limited an outlook.

I was reassured by my hosts, however, and so here I am and I won't hesitate to

implicate them a little if you find the direction I take smacks more of the

library than you think it should.

Nevertheless, when I sat down to write,I thought I had better spend

at least some time drawing connectives between "Management Information Systems"

and the perticular kind of information system I wanted to discuss. I wasn't

even sure whether the literature of MIS's considered document retrieval systems.

I felt that I couldn't proceed into the subject until I had developed same kind

of a rationale for wandering, as same might think, so far afield.

At this point I followed the time-honored approach of going to the

literature (the "collective wisdom" of the profession) to see if this bridge

hadn't already been constructed for me as part of a larger conceptual framework.

I was not eminently successful in this search. My general impression is that

the field of management information systems does not seem to be at the

appr¼ rbB stage in the development of its basic theory. I did find 4 few
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items, however, which I would like to offer you here by way of justification.

A. "Information Technology: Relationship to Management Decision Mbdels."
By Ezra Glaser. (Ref. 17)

I found a little paper by Ezra Glaser entitled "Information Tech-

nology: Relationship to Management Decision Mbdels", in which he atteMpted

to classify information systems according to the "complexity" of the information

dealt with. At one end of this spectrum was placed "hard" data such as the

boiling point of water, which was characterized as "handbook information." At

the other end of the spectrum was placed management information systems. One

of the most interesting properties of this array of information systems was

that at the "hard" end you knew when you had found your answer, whereas at the

"soft" iind there was an infinite amount and variety of information that the

manager might want to have in order to make decisions, and where, in principle,

the manager, never achieving omniscience, never had all the information

desired. Somewhere in between these two extremes presumably lay library or

document handling systems.

B. Information Storage and Retrieval, A State-of-the-Art Report.
By Lawrence Berul. (Ref. 7)

Along these same lines, but providing much more elaboration, I found

a report I'd had on my shelf for a long time, by Lawrence Berul, entitled

Information Storage and Retrieval, A Report. This report

ties together and synthesizes various strands that had been appearing in the

information science literature for years. (See for example F. Jonker, "The

Descriptive Continuum", Ref. 24). It does at least two things which I would

like to touch on here as part of this preamble. It defines a "communications

continuum" which, while it doesn't specifically refer to management information

systems, provides an effective framework in which they may be related to all

forms of information transfer. It also provides a classification of information
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systems, or rather several classifications, which very neatly demonstrates that

point of view is everything in developing such a classification, and that any

number of schemes are equally valid.

1. Communications Continuum

The "communications continuum" is built on two axes. The horizontal

dimension is defined as the "amount of feedback dimension". The best example

of high feedback in a communication process is perhaps a two-person conversation

with the dialogue providing a direct two-way linkage over which messages are

sent. There is real-time stimulus-response situation, on line as it were, with

remarks causing remarks, and the behavior of the two participants becoming

concerted, cooperative, and directed toward some objective. Tb quote Mr. Berul:

"Newspapers, magazines, and journals provide greater opportunity for communi-

cation between the originator and recipient of information as compared to

history, archaeology, and cosmology. However, the feedback derived fram such

a communications link as the letters to the editor of a newspaper or magazine

is still several orders of magnitude lower than the feedback provided by person-

to-person conversation. The presence or absence of this type of feedback

capability is an important consideration in the design of information systems,

which are aimed at improving the process of communication. For example, one

design consideration is whether the user should be able to conduct a dialogue

with a retrieval system either directly with the machine or through an

intermediary." (p. 2-2)

The vertical dimension of the so-called "communications continuum"

depicts the degree of abstractness of the information being communicated.

This refers to the amount of abstract thought necessary to work with the

information involved. The low end of this dimension cites such information

as logarithmic tables which theoretically do not require abstract thought
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because of the lack of ambiguity in ascertaining their meaning. The upper

end of this dimension lists music, art, humor, and poetry, ostensibly media

creating communication difficulties and uncertainties and demanding considerable

abstract thought.

The relevance of this coordinate system to management information

systems work seems to be to lie in the realization that any given formal

management information system will occupy a different area, a different "zone

of retrievability", within the practical limits established by the form of the

data being treated. There is no one area of such a chart alloted for MIS's;

it depends on their scope and attempted span of control. It is also seen that

systems engaged in processing bibliographic data will, in general, occupy a

much more limited area of such a chart than will MIS's.

2. Classification cf Information Systems.

Mbving over to Berul's classification of information systems, we

observe that this organization also permits us to better relate managenent

information systems to document retrieval systems. For example, in the scheme

having as its organizing principle the "end use" of the output, the information

provided by an MIS is almost always intended as an action generator or for

mcnitoring and control, whereas a document system tends to hit more strongly

the categories of reference, survey, verification of evidence, etc. It is

possible to play this game across all ten classifications provided by Mt. Beryl.

C. "Technical Information and Decision-Making".
By Harold Lanier (Ref. 29)

Perhaps, however, in seeking a textbook justification for my dealing

with document handling systems at this conference, I am looking for trouble

where none really exists. The fact is that it is quite common in the literature

to speak of scientific and technical information without regard for the form in

which it is embodied or the uses to which it is put. We are all familiar with
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discussions of the "information explosion"; these generally make their argument

by citing frightening increases for the volume of documentary material. Likewise,

it is almost axiomatic that many of the people who use technical documentary

information are in various levels of management and programrplanning.

Harold Lanier, in an article entitled "Technical Information and

Decision-Making" identifies five classes of information-users, ranging from the

individual engineer or scientist to planning groups guiding national programs.

He estimates that in the typical industrial organization between one-half and

three-quarters of all professional people are engaged at least part time in

sone "management" facet of the program rather than direct engineering and

scientific work. Taking another cut at it, he identifies several progressive

stages of information requirements ranging fram the isolated scientific fact

for solving the particular problem, to related facts, to the rate of acquisition

of information, and, finally, trends in the rate of acquisition.

D. NASA as an Adaptive Organization.
by James Webb. (Ref. 41)

This intimate connection between documentary records containing

scientific and technical information, and management processes, has perhaps

nowhere been more dramatically exemplified than in the National Aeronautics

and Space Administration. James Webb, former NASA Administrator, stated in

his 1968 Harvard lecture on technological change and management that, "The

essence of the job NASA has done is not that a new body of knowledge and

technology has been brought into being. Mast of the basic kncwledge and

basic technology was already at hand. The essence of our job has been that

of organizing and managing the use of available knowledge and technology in

a purposeful and effective way." (p. 23).
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With this quotation fran Webb, then, I will leave behind the

question of justification and attempt to tell you about some of the specific

ways in my experience in which the form and nature of bibliographical,data,

and typical associated data, have affected the design of systems for their

control.
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