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The findings reportfed in this paper are the result of an experiment to defermine
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assign to one of four semantic categories: (1) synthetic ('The dog is a poodle”), 2)
analytic ('The tulip is a flower"), 3) contradictory ("The infant is an adult), and (4)
amphiguous or nonsensical (‘The moon is a newspaper’). A word sort was
administered to a different group of 15 subjects in order fo determine in a relatively
direct way the principle semantic features which underlie the 13 lexical items used in
the experimental sentences. The word sort provided data which supports the
contention that the dimensions of "animateness,” "humanness,” "sex,’ “marriage,” and
“engage” are ones which underlie the lexical items in question. The sentence results
provided evidence which supports a distinction between the informative (synthetic),
redundant (analytic), contradictory, and amphiguous semantic categories. The author
proposes a criterion for each of these semantic types based on such notions as
cemantic features, a hierarchy of semantic features, and rules of semantic
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INTRODUCTION
The investigation to be described in this papey was pronpted by an
interest in a recent philosophical controversy concerning the analytic~
synthetic distinction, a problem with a long history in modern philoso-
phy. Those making the distinction (Carnup, 1950, for example)
generally hold that a sentence is called analytic if it is truec on the
basis of logical rules alone, contradictory (the other side of the

analytic coin) if false on the basis of logical rules alone, and
synthetic if it is neither analytic nor contradictory, i.e., that its
truth or falsehood cannot be determined by logic alone hut needs

reference to facts oulside of language. BSentonces such as S1) No
unmarried man is married, and $2) No bachelor is married, are viewed

as analytic., Ir Quine's view, these two gsentences typify two classes
of analyticity, The first romaing true under any and all reinterpre-
tation of its componenis (excluding the logical particles), "man"

and "married". One must suppose, of course, a prior inventory of such
logical particlos as "no", "un-", "not", "31", and "then'. However,

in order to reduce the analytic sentence of tho second class to that of
the first so that it, too, can he tormed a logical truth requires an
additional notion, like synonymy, which would permit us to replace
"sacholor" with "unmarried man'. According to Quine, it is sheer un-
empirical dogma io hold that S2 can be turned to Sl and hence a
logical truth since 'We still lack a proper characterization of this
second class of analytic statements, and therewith of analyticity
gonerally, inasmuch as we have had in the above description to lean on
a notion of "synonymy" which is no less in need of clarification than
analyticity itself.," (Quine, 1953, p. 198). Grice and Strawson (1936)
on the other hand, feel that Quine's thesis is extrome and they have
argued that there is a strong presumption in favor of the analytic-
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S8teinberg 2
synthetic distinction and that thig presumption is not in the least
shaken by the fact (if it is a fact) that the distinctions ia question
have not been in some sense, adequately c¢larified.

In an attempt to provide a characterization of th~ analytic~
synthetic distinction, Kalz (1964) proposed o solution to the problem
posed by Quine based o» his semantic theory. Utilizing such theoreti=
cal constructs as dictionary entries, semantic markers, and projection
rules, Katz defined analytic, contradictory and synthetic sentences.

In a receni Book Katz (1966) proposed essentially the same analytic
definitions as those of his earlicr work. Analyticity is regarded as
the cage where truth is necessary becausc meaning of the subject
includes the concepts (semantic markers) expressed in the predicate.
Katz later recognized (Katz, 1967), that his proposal, vhich he derives
from Kant, did not fall within the scope of the particular analyticity
notion which Carnap und other logical positivists were concerned
(Quine, 1960). Katz, too, joined Quine in criticizing the positivistic
notion.

Both Katz and Quine agreoe that any satisfactory version of
analyticity would have to carxy with it some approximate behavioral
critoria (Quine, 1967 and Katz, 1968). The extent of even this modicum
of agreement remains to be seen since in Katz's view, "I regard
behavioral {ests as indispensable, bul I rogard them as indispensable
for testing the empirical adequiacy of definitions of theoretical terms
such as that of analyticity. Quine, on {tho other hand, regards them
as indispensable for defining theoretical terms.”" (Katz, 1968, p. 31).

Katz suggosts a test in which subjects are asked to sort sentences
into catogories (Katz, 1967). Each category would contain a number of
sontences which are clear.cases of a cortain postulated category. One
category might contain oxamples of analytic gentonces, another
contradictory ones, another synthetic ones, etc, In order to guard
against possible circularity, the data were to be collected without
the experimenter having to resort to a linguistic description of the
categories in question. Katz states that, "positive results in this
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experiment can be interpreted to mean that the judgments of the speakers
d reflect & recognition of the analyticity of the gentences concerned.

F We can say, then, that our definition of analyticity, which enabled us
to predict the outcome of the experiment, describes the concept of
analyticity employed by the spoakers as their implicit criterion for
identifying analytic sentences... We can say this on the grounds
that assuming that this is their criterion provides us with the hest
explanation of the bekavioral data obtained in the experimant," (p. 60,
51)

: The findings to be reported in this paper are the result of an
experiment similar to the one which Katz suggested, 1ts primary
purpose, essentially the same as Katz's, is to determine the empirical
validity of such concepts as analy’dc, synthetic, and contradictory.
1n the event that the concepts are shown to be empirically valid, this
investigation will attempt tv provide a criterion with which one may
account for such an outcome. Such an explanation would utilize such
notions as somantic features and that of a gemantic feature hierarchy.

METHOD

Subjects., The subjects (8s8) were 43 students, mostly freshmen,
who were enrolled in an introductory psychology course at the University
of Illinois. They ranged in age from 17 to 22 years.
Semantic Ratingz of Sentences. Sentonces were presented to Ss for
rating. The sentences were printed in a hooklet. Each gentence was
to be assigned {by a checkmark in the proper column) to one of four
semantic categories by the §. The complete instructions were as
follows :
MYou will be presented a number of sentences. They are 4 different
; types. You are to rate each one as type 1, 2, 3, or 4,

Here are some type 1 sentonce examples:

A The dog is a poodle. 1.

The taillor is an expert.

i The insect is an ant,
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The £ish is a trout,
The thief is a barher,
Here are some type 2 sentence examples :
The tulip is a flower. 2,
The elm is a tree.
The carrot is a vegetable,
The automobile is a vehicle.
The apple is a fruit,
Here are some type 3 sentence examples
The infant is an adult, 3.
The friend is a foe,
The dog is a cat.
The golid is a liquid.
The hand iz & footi,
Here are some type 4 sentence examples:
The moon ig a newspaper. 4. ___
The bookcage is & brush,
The mountain is a frog.
The dust is a plant.
The gymnasium is a cloud.
Study each of the sentences of the 4 types, Try to distinguish one
type clearly from another. 1t will be useful to write down a word o

two which would descxribe each type.

When judging the sentences, please oaly use the literal meanings
of the words end not auy metapliorical meanings.

Prdou 28 b

Type 1 examples are meant to represent synthetic sentences, Type

2, analytic sentences, Type 3, gontradictory ssntences, and Type 4
amphigorous or nongensical sentences, The latter camegory, amphigorous
is one which this writer hypothesizes to be distinct from the others,
although somewhat related to that of contradiction, In the present
study, the terms Informative, Redundant, and Contradictory will be used
instead of the traditional set of synthetic, analytie, and contradictory,
since by them I wish to signal a particular explanation of analyticity.
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This view which I shall later detail is similar to one suggested by

Katz (1964), and is based on an information or semantic content approach,
Analyticity is regaxrded, for example, as the failure of a predicate to
provide new information about the subject, as in The husband is a man,

vr, for example, the failure of a modifier to provide new information
about a head noun, as in married husband, In the present investigation,
the unit of information is the coded semantic feature. With other
types of lexical items or contrasts the semantic feature construct may
not be adequate to provide an appropriate characterization of informa-
tion or semantic content (see EBolinger, 19656), for example).
The sentences presented to the §§ for rating were constructed using
the frame, ''The _is a " Thirteen different lexical
items were insert@d in the blankﬁ. These lexical items were: man,
wonan, person, husband, wife, spouse, fiance, fiancee, betrothed, ram,
ewe, sheep and chair. In order to make certain that the meaning of the
less familiar items was clear to all 8s, six items were glossed a3
follows: ewe: a female sheep; ram: & male ﬁhﬁ@p, gpouse : a person who
ig married; betrothed: a person who is engaged to be maryied; fiance:
a male person who is engaged; and fiancee: a female person who is
engaged to be married. The loxical itome were selected by this investi~
gator on an intuitive basis in order to yield a variety of similarities
and contrasts with respect to underlying semantic features or components.
Semantic features were postulated which would distinguish each
of the lexicel items from one another. Certain of the features enter
into antithetical relationships with certain other foatures and form
what may be called & semantic dimension. These dimensions and their
foatures are : ANIMATENESS, Animate-Inanimate; HUMANNESS ¢ Human-
Animal; SEX: Male-Female; MARRIAGE : Married~Single; and ENGAGE:
Engaged~Unengaged. The features of a dimension are at once

complementary and conflicting. They are complementary in that all
features together wholly specify the dimension; they are conflicting in
that the assertion of one feature implies the denial of the other
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(or others as the case may be) which comprises that dimension. For
example, the features Male and Femule comprige (wholly, I beliove) tne
dimension SEX. The assertion of the feature Male implies the denial
of the feature Female and vice versa.

The 13 lexical items were paired with one another in all possible
combinations with the exception of the 13 cases of identity where the
two lexical items of a pair are the same, A total of 156 different
combination pairs was obtained, The lexical items of each pair were
plaged in the f{xrame, The is a _ . The first lexical
item of a pair was placed in the firgt blank, the second of the pair
in the second blank, A total of 156 sentences were thus constructed

in this way. Since each pair of lexical items occurg-in two orders,
©.g., The man is a fiance, and The fiance if a man, the efficcts of
revexging the relations between items may he studied. The 13 cases of
identical pairs were not included in the gtudy since it was felt that
given an example, the identification of such ceses would be obvious.

Tho sentences wore presented to 28 Ss for rating, and each § rated
all of the 156 sentences. The sentences were arranged in a random order
in the booklet. The Ss completed the task in 1% hours or less, No
time limit had been set.

Semantic Word Sort. In order to determine in a relatively direct
way the principel semantic features which underlie the 13 lexical items
a modified version of an objective technique, the Word Sort, was
administered to a different group os S¢. These 15 8s rated the same
156 sontences as the 28 S8 above before they were administersd the
Word Sort. (The sentence rosults for these 16 §s will not be reported
in this paper since those data were collaected using a different set
of instructions and they have yet tc be analyzed,) The instrument,
which had been devized by this investigetor (Steinberg, 1967) 4is in
the form of a word game in which individual Ss ars instructed to arrange
words into groups according to meaningful characteristics of their own
choosing.

Each § was provided with 13 small pieces of paper with a lexical

item printed on each, A dozen sheets of paper, each called a "Sort
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Sheet," were also provided. The Sort Sheet was scctioned off into four
quarters so as to provide four bins in vhich the 8§ could sort the
lexical items (small pieces of paper). Each bin represented a semantic
feature, The Sort Sheet appeared like this:

BIN 1 Feature
BIN 2 Feature is contradictory or antonymous witn respect to
Bin 1 Feature
(a) . (b) (e ;
. BIN 3 Either Bin 1 Feature or Bin 2 Feature (a, b, or c)
BIN 4 Neither Bin 1 Feature nor Bin 2 Feature

The § was instructed to look at the 13 lexical itemt spread before
him and to think of a meaningful feature or charavteristic which may be
attributed to one or more of the itoms. He was to write a description
of the feature which heé selected on the line provided next to BIN 1 of
the Sort Sheet. For BIN 2, he was then to think of & feature which was
contradictory or antonymous to that feature which he recorded for BIN 1.
In the event he cruld think of more tuan one such feature, he was to
1ist them as &, b, or ¢. If he could no% think of a feature he was not
roquired to write anything. Each of the 13 items was then sorted into
ono of the four bins. (There was a large space for each bin,) When the
sorting was completed, the §'recordeﬂ his choices by writing in each
of the bin spaces, When this was done, the § then picked up the 13
jtems, turned over to & fresh Sort Sheot and Jogan the procedure all
over again by thinking of a different meaningful feature,

A practice sort was first presented, Ss were asked to sort the
four lexical items rain, sponge, dust and democracy. When all had

finished, the experimenter (E) presented his solution: BIN 1 Feature:
WET, and BIN 2 Feature: (a) DRY. The lexical item rdin was placed in
BIN 1, dust in BIN 2, sponge in BIN 8 and democracy in BIN 4. The

E briefly discussed his solution and answered any questions before the
Ss were started on the task. No time limit was set,
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RESULTS
The Word Sort data will bhe presented first since classifications
hased on these findings will be used in presenting the senfence regults.
Word Sort Results. The 15 88 produced a total of 132 sorts. The

number of sorts per S ranged from 7 to 13 with a median of 8, The sorts
were inspected and classified with respect to the five postulated
semantic dimensions of 1) ANIMATENESS : Animate-Inanimate, 2) HUMANNESS :
Human-Animal, 3) SEX: Male~Female, 4) MARRIAGE: Married-Single, and

5) ENGAGE: Engaged-Unengaged., The outcome of classifying 8s' sorts on
the basis of these dimeusions is shown in Table 1. In two cases vwhere

SR GUP S AR g QU SO S GRE NN QUE SRR AL St AN SO U R ST S

Table 1 goes herg
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835 made a trinary classification (Sz 14 and 15), two dlmensions were
credited, -

in reading the table, subject number 1 did 4 sorts vhich pertained
to the postulated featurcs and he labzlled them (BINS 1 and 2 on his
Sowt Sheets) as "mobile~stationery", "human-unhuman", "male-female',
and "married-~unmarried," This § also did 5 other sorts (for a total
of 9) but these are not presented in the table. It should be noted that
the labels recorded in the table are precisely those which the Ss had
written down, Some of the Ss' feature labels whichk closely correlate
with those of the postulated features have been accepted, a.g.,
"f1eshlike-wooden' for Animate~Inanimate. Since such a procedure is of
doubtful validity, only a few such cascs were allowed,

Most of the S8 produced features for HUMANNESS (13/18), SEX (14/15),
and MARRIAGE (14/15). A majority of the Ss gave the features for
ANIMATENESS (10/15), and ENGAGE (8/15). In all, the five postulated
dimensions accounte” for 68 out of the total of 132 sorts which is 44.7%
of all sorts produced. Among the remaining sorts there was, oxcept
for one case, little definite feature commonality. Such diverse

foatures as "motherly~harsh", "2 arms-no arms", "homemaker-wageowner"
(sic), "rhyme w/hair-rhymes with mail", "band of gold~already has band",
"male supporter-female dependent", "tail-no tail", "says "baa''= spesis
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language", "hoof-toes", "horned~hornless’, "more than 3 legs-less than 3
legs”, "3 letter words-5 letter words", and "£irst human~all other
humans" were among those offered by the §s, The one dimension upon which
10 of the Ss agreed was 'four legs-two legs", with chair sorted together
with sheep, ram and ewe under "four Zegs'.

A summary table of feature codings for the 13 lexical items hased
on the Word Sort results is shown in Table 2. (Please disregard the

mmﬂmunﬂmnmﬂnwmmnnnnnnﬂ

Table 2 goes here
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itcms below fiancee until later.) Each row presents the feature codings
for a lexical item. The + or the ~ indicates a specific coding for the
feature in question. Yor example, the + for sheep on ANIMATENESS
indicates that it is Animate while the - for chair on ANIMATENESS
indicates that it is Inanimate. The assignment of +'s or ~1g ig

based on a majority of the §s labelling and sorting for Bins 1 and 2

in the Word Sort (the feature of Bin 1 to he antonymous to that of the
feature of Bin 2). The v indicates that the lexical item is coded with
either + or ~, For example, sheep is marked v on SEX which indicates
that the lexical item is not definite in specifying a Male or a Female

coding. The assignment of v's is based on 8s performance with respect
to Bin 3 in the Word Sort wheve Bin 3 indicates a lexical itenm that
may teke either the Bin 1 ox the Bin 2 feature. The x indicates that
neither of the features considered in Bing 1 and 2 are relevant to the
lexical item in question. The x coding is based on the outcome of Ss'
scrting of items inlo Bin 4.

It will be noted that in the cases of person, man and woman a
coding of O has been assigned for the ENGAGE feature. Thig symbol
(assigned by the writer and not the subjects) indicates that with
respect to the feature in question, the coding is indeterminate or

unspecified, That is to say, that these lexical items do not specify
a 4, -, v, or x coding on the ENGAGE feature. The necessity for
positing a O coding for semantic features may be appreciated when one
coneiders a "exical item" such as living creature. How should such
an item be coded on MARRIAGE? As Marrsed (+), Single (=), Either
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Married or Single (v), or Neither Married nor Single (x)? 8Since a
1iving creature may he a person or an animal, one cannot definitely say
vhich of these codings it should bhe, it can be any of these. Similarly,
for person, man, and woman, the featurc ENGAGE may or may not he

relevant depending on the coding of MARRIAGE., Since MARRIAGE is coded

v for all three of the items, one cannot determine whether ENGAGE is

or is not relevant. The coding of O indicates this case of unspecified
coding. The usefulness of such codings as v, x and o is evident when

dealing with such problems as entailment. For example, The person is

not a man usually implies that the person is a woman, and not someone

of neither sex. The v coding on SEX éﬁ specifically either + or ~ for
person allows a definite implication with respect to SEX to be made when
one ¥ the po.sibilities (+ in this example) is eliminated.

Sentence Ratings. The distribution of frequencies with respect to
the four sentence types of 1) Informative, 2) Redundant, 3) Contradictory,
and 4) Amphigorous were tabulated for sach of the 156 sentences, (The
usual total of 28 responses per sentence (there were 28 Ss) sometimes
dropped to 27 when an 8 neglected to rate an item). ach sentence was
then categorized on the basis of that semantic type which received the
highest frecuency of responses, i,e., the mode. Sentences vere then
paired off, each pair of sentences comprising the same lexical items
but in different orders, e.g., 21) The man is a husband, with 22) The
husband is a man. The modal semantic responge for each sentence pair

was then noted. For example, with regard to the pair above, the mode
for sentence 21 was that of Type 1 Informative (25 responses) and for
Sentence 22, the mode was that of Type 2 Redundent (20 responses). On
the basis of the mode for each pair of sentences, four semantic type
combinations became evident. They are Informative~Redundant (Types
1~2), Informative~Informative (1-1), Contradictory-Contradictory (3-3),
and Amphigorous~Amphigorous (4~4). Sentence results will be reported
on the basis of these divisions,

Sentence pairs with the Informative-Redundant semantic modes are
presented in Table 3. A typical pair is #1 and 2, Here sentence 1,
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Table 3 poes here

The sheep is a ram, has been rated by 26 out of 28 88 as Type 1,
Informative. Sentence 2, The ram is a sheep, has heen rated as Type 2,
Redundant, by 24 out of 28 Ss. The median for the Type 1 Informative
category is 26,0. Type 1 responses account for 92.2% of the responses
of the entire distribution (464/503), For the Type 2 Redundant category,
the median is 24.5. The Type £ responses account for 87.0% of the
responses (436/501).

‘Sentence pairs with the Informative~Informative semantic modes are
presented in Table 4. For the four pairs involved (#37 t« 44) the
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Table 4 s here .
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combined median for the Type 1 category is 37 0. The Type 1 responses
account for 60.1% of the rvesponses of the entire distribution. One
gentence, 44) The betrothed is a woman, has been placed in the Informa-
tive category although its mode would place it in the Redundant category.
The reagsor for including this item with the Informatives will bo
discussed later.

Sentence pairs with the Contradictory~Contradictory gemantic modes
are presented in Table 5. The overall combined median of the Type 3

Nt g By b 7" g TyDa
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Table_5_goes_here
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category for these sentences (#46 to 78) is 20.5. The Type 3 responses ;

account for 75.5% of the responses of the entire distribution. An {
inspection of the feature codings of the pairs of lexicsal items 3

comprising these sentences indicates that they involve conflict (+ vsa.
~ on the same dimension) on at least one of the features cf SEX (Male
vs. Female), MARRIAGE (Marricd vs. Single) or ENGAGE (Engaged vs.
Unengaged). In order to investigate the occurrence of possible
differential effects due to variable feature coding, sentence pairs

have been divided into four categories, A, B, C and D. In case A
the lexical items are those which conflict on a single dimension (SEX ;
in all instances) but which have identical codings on all other dimensions, %
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e.g., ram and ewe, hugband and wife. Case B also involves conilict on a
single dimension, but the lexical items do not have identical codings on
all other dimensions, e.g., woman and husband (a conflict does not occur
on MARRIAGE too because woman is coded as either Married or Single).

Case C involves lexical items which conflict on the three dimensions of
SEX, MARRIAGE, and ENGAGE, e.g., husband and fiancee. Lastly, case

D involves contlict on the two dimensions of MARRIAGE and ENGAGE, e.g.,
husband and fiance, spouse and betrothed.

_The combined medien of the Type 3 Contradictory category for A is
27,5, for B 20,5, for C 168.0 and for D 20.0, A median test was applied
to test the significance of the differences between these medians of
the four groups (Siegel, 1956), The difference between the median of
group A (27.5) aud each of the other groups B (20.5), C (18.0) and D
(20.8) was significant., The probability values wers as follows: A-B,

p < .001; A-C, p < .02; and A-D, p < ,00L, None of the comparisons
made between the differences of B-C, B~D and C~D were found to be
significant,

Sentence pairs with the Amphigorous—-Amphigorous semantic modes are
presented in Table 6, The overall combined median of the Type 4 category

Table 8 heroe

for thege sentences (#79 to 186) is 21,0, Thus, the Type 4 Amphigorous
responses account for 79,9% of the responses of the entire distribution,
All of these sentences involve conflict on either the dimension of
ANIMATENESS (Animate vs. Inanimate) or the dimension of HUMANNESS (Human
vs. Animel). A SEX conflict sometimes occurs with the HUMANNESS
conflict, but it never occurs alone.

An inspection of the modes for the sentences which conflict on
HUMANNESS (#103-1568) suggested that the less definitely coded (more
v's) lexical items of person, man, and woman result in a more marked

amphigorous effect when combined with sheep, ram, and ewe than do the
more definitely coded (more 4's and ='s) lexical items of spouse,
betrothed, wife, husband, fiance, and fiancee. Tu test this hypothesis,
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the HUMANNESS conflict sentences were divided into two groups, B
(#103-120) and C (#121~156), the less and the more definitely coded
items, respectively.

The combined median of the Type 4 Amphigorous category for A
(ANIMATENESS conflict) is 28,0, for B (HUMANNESS conflict, less definite
codings) it is 22,5, and for C (HUMANNESS confliet, more definite
codings) it is 19.0. The median test was applied to test the signifi~
cance of the differences hetween the medians of the three groups. The
difference between the median of group A (28.0) and each of the other
groups B (22.5) snd C (19.0) was significant, A=B, p < .001 and A~C,

' p <.001. The difference between B and C was algso significant,
p < .02,
A summary chart showing the medians obtained for the various

gsemantic sentence-pair types is presented in Table 7. Also indicated,
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Table 7 goes here
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in parentheses, is the percentage of responses which is accounted for by
the type in question.

Type Descriptions. It will be recalled that in the instructions it
was suggested to Ss that they write down e brief description of each of
the four sentence types. All of the 8s did so, and the descriptions
thoy gave of sentence Types 1, 2, 3 and 4 are shown in Tables 8, 9, 10
and 11, respectively, For the Type 1 (synthetic) examples, most of the
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Tables 8, 9, 10 and 11 _go here ~
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Ss identified a "general to specific" relationship. Fox the Type 2
(analytic) examples, a "specific to gon@ral" relationship was identified
by most of the §s. All Ss identified the Type 3 (contradictory)
exanples as "opposite"” in some way. The Type 4 (amphigorous) examples
wore identified by most of the 8s as "nonsense”, "unrelated", or

" rrelevant”. As evidence by these results, Ss showed a high degree

of agreement in their description of i{he four sentence types.

)
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DISCUSSION

Semantic Categories. The sentence results provide evidence which
supports a distinction hetween the informative (synthetic), redundant
(analytic), contradictory and amphigorous semantic categories, An
inspection of the sentences placed in each of thcse categories by the
Ss seem to he rather clear cases of the notions in question. The
informative median of the Informative~Redundant pairs (Table 3) is
26.0, and for the Informative-Informative pairs (Table 4) it is 17,0,

In bqth cases a substantial percentage of the total responses is
accounted for by the informative type. With respect to the informatives
of the Informative~Redundant pairs, 92,2% of the responses of that set
of sentences is accounted for, with respect to the informatives of the
Informative~Informative pairs it is 60.1%. The redundant median

(Table 3) is 24.5 and this type accounts for 87,0% of the responses,

The median for the contradictory sentences (Table 5) is 20.5 and 75,5%
of the responses is accounted for, For the amphigorous sentences (Table
8) the median is 21.0, and 79.9% of the responses of that set of
sentonces is accounted for, The relatively high proportion of subject
agroement obtained with respoct to the semantic categories suggests
quite strongly that the basis of such distinctions is well-founded.
More research on the problem is of course necegsary, for this study
certainly does not meet with Quine's request for "an impressively broad
range of sentences’ (Quine, 1967).

It is interesting to note that whire the median of the informative
gsentences of the Informative-Redundant pairs is 26,0, the median of the
informative santences of the Informative~Informative pairs is only
17.0, An inspection of the sentences indicemtes that two classes of
informative sentences are involved, The first class, found in the
Informative~Redundaut set, e.g., The sheep is a ram, The person is a

woman, The spouse is a husband, are all cases where the second lexical
item can be said to bo & member of the class which is denoted by the

first lexical item., 'The second class of informative sentences, all of
those of the Informative-Informative set, e.g., The woman is a spouse,
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The betrothed is a man, are all cases where it cannot be definitely said
that the second lexical item is a member of the class which is denoted
by the first lexical item.

1t scems that §s did not utilize a general concept such as
informative or contingently {rue or false which would cover hoth

classes of sentences for according to the descriptions which the £s
gave for the Type 1 (informative) examples (Table 8), it would appear
that most of the £s applied & concept which was relevant only to the
first class of informative sentences, but not to the second set., The
notion of a class and a memher of that class is the one which appears
in o majority of the descriptions, Such 2 notion is a difficultl one
to apply to the Informative-Informative sentences. According to

the results, £s were split in assigning the Type 1 and Type 2 notions
to these sentences. It may be that the reason the informative category
recoived more responses than the redundant category is that there were
gome S§s in the group who did utilize a general Type 1 concept such as
informative, or contingently true or false. Just four or five Ss
holding the general Type 1 notion would be sufficient to bring about
a dominant informative outcome, The casc of the Informative~Informa-
tive sentence, The betrothed is a woman which was rated by 11 85 as
informative, but by 16 Ss as redundant may reflect the frequent inter-
pretation by some that betrothed is coded Female, even though the
glossing of that item as either Male or Female appeared in the

Instructions provided Ss.

With respect to the subdivision of contradictory sentences (Table
8) into four categoriss, A where the pairs of lexical items conflict
on & single dimension (SEX in all instances) but which have identical
codings on all other dimensions, e.g., husband and wife, B where the
pairs of lexical items conflict on a single dimension, but the iexical
items do not have identical codings on all other dimensions, e.g.,

woman and husband, C whare lexical items conflict on the two dimensions

of SEX and MARRIAGE, e.g., hugband aad fiancee, and D where items

conflict on the dimeusion of MARRIAGE, e.g., husband and fiance. That the
median for A (27.8) was significantly higher than that for 3 (20.5),
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C (18,0) and D (20.0) indicates perhaps contrary to the expectation of

many, that the degree of contradiction does not increase with a greater
number of conflicts. The most highly contradictory case of all is that
of A. A glance at the items involved in this set is sufficient for one
to identitfy each pair by their common name, antonyms. One may propose
then that the defining characteristics of antonyms be said to be 1)
conflict on a single dimenslon, 2) identical codings on other dimensions.

The amphigorous gentences (Table 6) were divided into three
categories, A ANIMATENESS conflict, B HUMANNESS conflict with less
definitely coded lexical items and, C HUMANNESS conflict with more
definitely coded lexical items, The hedian for the ANIMATENESS conflict
group (28,0) was significantly higher than the med: nus for either of
the HUMANNESS conflict groups (B is 22.5, and C is 19,0). The reason
for such a difference seems to be related to the notion of a semantic
feature hierarchy. A discussion of these relations with respect to
such a notion will bs presented in one of the sections to follow.

The median of the B group of sentences (HUMANNESS conflict, has
dofinite codings) was found to be significantly higher than the C
group of sentences (HUMANNESS conflict, more definite codings). Why
this should be the case is not clear to this writer, (I would have
predicted just the reverse situntion. To me, the C sentences soem
even more nonsensical than the B ones because they are definitely
coded (+ and ~) on the MARRIAGE and ENGAGE features.)

Varying the relations betwean lexical items (by reversing the order
of nouns) had different effects depending on the semantic category in
question, Sentences vhich were classified as contradictory, or
amphigorous with one ordering of nouns were rated the samo when the
order of nouns was reversed, i.e., there was no order effect for these
categories. On the other hand, sentences classified as informative with
one ordering of nouns were classified as either informative or redundant

when the order was reversed, Data bearing on the case where a
redundant sentence remains a redundant sentence whatever the noun
order was not collected since such a case is where both nouns are
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Steinberg 17 i
identical, e.g., The man is a man, and that given examples Ss would %
undoubhtedly rate such sentences as redundant., Incorporating such :
hypothetical findings (Rodundant Redundant) with the actual findings,
the relationships among semantic categories when noun ordering is
reversed may be summarized as follows: Informative ~» Informative,

or Redundant; Redundant —?® Redundant, or Informative; Contradictory
Contradictory; and Amphigorous ~->» Amphigorous,

With the semantic categories and the relationships between
categories thus empirically established, the discussion that follows
will attempt to provide an explanation which accounts for these
distinctive outcomes, Since a semantic feature hierarchy is congidered §
to play a vital explanatory role concerning the semantic facts under |
congideration, evidence pertaining to such a structure will first be
discussed. !

Evidence of Semantic Features, The Word Sort provides data which ;
supports the contention that the dimensions of ANIMATENESS, HUMANNESS, E
SEX, MARRIAGE and ENGAGE are ones which underlie the lexical items in
question. The results show that a relatively high proportion of Ss,

a majoxrity in all cases, labelled and sorted the lexical items in

accord with these dimensions. Whether or not these semantic features

are truly basic semantic elements cannot he determined at present,

Katz postulates conceptual elements (semantic markers), Osgood (1968)

postulates semantic features, Bierwish (1968) postulates elementary

predicates. However, as Langendoen (1969) points out, how do we know

if the particular ones we have chosen are indeed the e.oementary ones?

A theory of universal semantics which specifies the nature of these

eloments is necessary as a first step. Since none is available, the

semantic features which were posited in this study sgolely on the basis

of Epglish language data can only be regarded as candidates for

elementhood. I would agree with Wilson (1967) that until more

comparative evidence has been collected 'talk abéut linguistic ;
universals is somewhat fraudulent," %

Leaving the problem of elemental semantic features aside, the Word
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Sort results indicate that speakers of English do have such concepts

as ANIMATENESS, HUMANNESS, SEX, MARRIAGE, and ENGAGE. Further evidence

indicates that speakers have these concepts arranged hierarchically.
Evidence of a Semantic Feature Hierarchy. While direct evidence

pertaining to a postulated hierarchy of features is not available,

compelling indirect evidence is, and it is derived primarily from the

Informative~Redundant sentence pairs (Table 3). 1In this regard

Table 12 has been drawn up., This table shows the lexical items arranged
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Table 12 goes_here
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in various sets which represent all 6f the Informative-Redundant pairs
of sentences, Each arvow joins two lexical items. The two lexical
items joined by the arrow are those items which are involved in the
sentence {rame, The ___ is a . A sentence results if

one reads from top to bottom, another from hottom to top. Thus the
arrow joining man and husband produces the gsonlence, The man is a
hugband when read from top to bottom, but produces The husband is a man
when read from bottom to top. The reading from top to bottom results
in sentences rated as Informative while the reading from bottom to top
results in sentences rated as Redundant.

It will be noted that four new "lexical" items, living thing,
single person, male single person and female single person, have been
added to the lexical sets. These are not actual lexical items in
English, but potential ones. They hava been introduced in oxder to
asgist in developing the argument for feature ordering. The feature
codings which I have assigned these items are specified in the lower
half of Table 2, “The four potential items have been situated in the
various lexical sets of Tablali;so that Informative~Redundant relations
among the items obtain. In this writer's view, the relations which
have been assigned are those which one might reasonably expect to find
from an empirical test. The following sentences are regarded as

redundant: The person (or man, woman, spouse, husband, wife) is a

living thing, (Set 1); The gingle person (or male single person,
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female single person, betrothed, fiance, fiancee) is a living thing

(Set 2); and, The sheep (or ram, ewe) is a living thing (Set 3).
The informative sentences are those for which the order of the lexical
items of the redundant sentences is roversed, e.g., The living thing is
a person (or man, woman, spouse, husband, wife).

The lexical items in each of the three sets in Table)8-form what
may be termed class inclusion hierarchies in that lexical items on

lower levels are class members of those lexical items which are found
on higher levels, providing that the items in question are joined hy
arrows, -Thus, in Set 1, husband is a member of the classes of spouse,
man, person and living creature. And in Set 2, for example, betrothed

is a member of the classes of single person, person, and living thing.
An inspection of these data and of the feature codings of the
lexical items involved, indicates that semantic features (the -+ and ~
codings) are ordered in terms of the sequence in which they make their
first appearance. Each lower division of loxical items displays a
feature coding of + or - which the division just above it does not have,

but which the division below it does have., The semantic features in order

of uppearance are 1) ANIMATENESS (A), 2) HUMANNESS (Hy, 3) SEX (8),
4) MARRIAGE (M), and 5) ENGAGE (E). Thus, in the uppermost division,
living thing ie definitely coded ( + or =) for A; below that one,
person and sheep are definitely coded for A and Xj below that one,
man, woman, ram, and gwe are definitely coded for A, H, and S; below
that one, husband, wife, spouse, male single person, female sinpgle

person, and single person are definitely coded for A, H, § and M; and
below that one, fiance, fiancee, and betrothed are definitely coded for
A, H, 8, M and E, These data lend much credence to the notion of a

hierarchy of semantic features,

Such a finding 4s directly contrary to the expectations of some
theorists, Weinreich (1966) for example. Weinreich concluded that
... "no theoretical motivation is in prospect for specifying the order
of features in a path" and that while "The prospect that implicational

relations among markers, such as those discussed by Katz and Postal,
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and Chomsky may automaticelly yield unique networks of feaiures, is
attractive, ...4dt is unlikely to be borne out when non-egctdotal

evidence is considered,” (p. 409) The necessity for pogtulating lexical
and featural hierarchical structures to account for certain semantic
facts has been felt by many theorists besides those mentioned by Weinreich.
Lyons (1968) and Bever and Rosenbaum (1968) posit such hierarchies for
explanatory purposes as do many anthropologists engaged in semantic
analysis, such as Metzger and Williams (1966)2, for example,

_Given the feature coding: of each lexical item (Table 2) and a
specification of the hierarchical ralations among the semantic featlures
(Table 12), a set of rules may he d@éised vhich would generate such
lexical items, each with semantically appropriate Teature codings.

Such a set of rules may he regarded as a formal representation of the
semantic knowledge which each subject holds. These rules are given in
Table 13, Each rule specifies a combinatorial relationship between
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Table 13 goes here
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features, Thus rule 1 combines OBJECT and ANIMATENESS, rule 2 combines
ANIMATENESS and HUMANNESS, rule 3 combines HUMANNESS and S8EX, rule

4 combines SEX and MARRIAGE and rule 5 combines MARRIAGE and ENGAGE.

Some of the rules are context sensitive, i.e., they can only be

applied in a certain context. The pertinent context is indicated
following a slash (/). Thus, rule 4 specifies that any of S+, 8-,

and Sv (braces denote optional selections) will (a) combine with M+

or M~ or Mv only in the context H+, i.e., 1f H¥ has already been assigned
to the incipient lexical item, and (b) combine with Mo only in the
context Hv, '

To generate a lexlcal item it i8 necessary that one option from
each of the five rules be solected. It is obligatori that the rules
be selected in order otherwise semantically inappropriate iltems will be
generated. It will be noted that no rule involves the coding of x.
This coding is assigned when none of the options of a »ule can be
applied. For example, suppose we first select rule 1, O—A~, Now
that we have A~, and go on to rule 2, we see that A~ cannot enter into
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any option, and so we assign the coding x to H, i.e., Hx, We then see
that Hx cannot enter into rule 3, so again we must assign x, this time
to S for Sx. Since rules 4 and & likewise cannot be applied we are
provided with the codings Mx and Ex. The rosulting coding strip, A~
Hx Sx Mx Ex is that of the lexical item chair. As another example,
suppose rule 4, S+ M+ is selected, Wo note that M+ dces not appear
in rule 5. S8ince the rule cannot be applied we are left with Ex, The
advantage of such a rule which assigns x when none of the other rules
apply is that x codings may be generated for features which are irre-
levant to a particular lexical item, Such a rule simply reflects the
common sense notion that it is not necessary for us to know all of the
features which are irrelevant to a lexical item; it is enough for us
to know what features are relevant to the item, i.e., the +, =, or v
codings.

Application of the five rules with all of the options, given
0 (OBJECT) will generate all of the lexical items which have been used
in this study and other appropriate ones as well, In all, these rules
will generate semantic features for 22 lexical items. These items
may be said to constitute a semantic field since many of them are
highly interrelated. ¥Figure 1 shows the feature codings of the lexical
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items of the field., The lexical items are shown along the bottom of the

figure. Potential lexical items are shown in parentheses, By tracing
a path upward from a lexical item to the top of the figure, one can
dotermine the feature codings for that lexical item. For example,
husband, which is located at the extreme left of the page, is coded
(reading upward) Ex, M+, S+, H+ and A+, The rules from Table 13 which
provide these codings for hushand are, O-—>A+, A+ —H+, H+ —38+,

G4 —> M+ H+. Since M+ cannot enter into any of the options of rule §,
it is assigned x on E. While many more potential items could have been
generated by the inclusion of such rules as Av —» Hv and Ao~--pHo, this
was not done since it was felt that a consideration of the validity of

such rules was beyond the scope of the present study.

21
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Each rule, it will be recalled, indicates which semantic features
are to combine with one another in a lexical item., A rule such as
Animate (A+)~pHuman (H+4)or Animal (H-), for example, indicates that
H+ and H~ combines with A+. 8ince the semantic features is conceived
of as a basic element (like the distinctive features of generative
phonology) then the result of the H+ and A+ combination, let us say
H+ A+, is something other than either the feature H+ or the feature A+,
The result, H+ A+, obviously cannot he regarded as an element since it
is iteelf composed of the elements H+ and A+, At this juncture, I
should like to repeat the warning vhich Katz (1966) gave his readers
when he was explicating the notion of sementic marker, He said, "It is
important to stress that, although the scmantic markers are given in the
orthography of a natural language, they cannot be identified with the
words or expressions of the language used to provide them with
suggestive labels., Rather, they are to ho regarded as constructs of
a linguistic theory, just as terms such as 'force' are regarded as
labels for constructs in natural scionce.' (1966). I mention this so
as to emphasize the point that the lexical items human and animate,
for example, are not the semantic features Human and Animate., Thuse
while each semantic feature is unit@ry, i.e., compcsed of a single
semantic feature, the lexical item is typically composed of a number of
semantic features.

In passing, I should like to remark that I think that Katz fails to
heed his own good advice when later in the book he takes the view that
a relation between semantic markers is one of inclusion. Katz preosents
the rule, / (ML) v (M2) v..,v (Mn) .7 —> (Mk), where M is a semantic
marker, and where (Mk) is distinct from each (M}), and where v is the
symbol for disjunction. As an example of this rule He offers, [ (Mi)
v (M2) v...v (Human) v (Animal) v (Artifact) v (Plant) v...v (Mn) ./ -~
(Physical Object). (p. 231) Katz states that, "...such rules can be
interpreted as saying thai the concepts represented by the semantic

markers on the left-hand side are included under the concept represented
by the semantic marker on the right hand side." (p. 233) Thus, the

T
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gemantic markers, Human, Animal, Artifact, etc. are included in the
gemantic marker Physical Object. However, to regard Physical Object

as a semantic marker, i.e., element, is incompatible with my notion of
element which I believe is much the same as Katz's since he says,
"Semantic markers represent the conceptual elements into which a
reading decomposes a sense. They thus provide the theoretical constructs
needed to reconstruct the interrelations holding between such conceptual
elements in the structure of a sense." (1966, 155-6) To follow through
on Ratz's notion of feature inclusion would lead one to an outcome
where even the reading given a lexical ltem must be considered an
elemental sementic marker since the reading itself includes all of the
other semantic markers. If such were the case, the sense of a lexical
item would not be decomposable into semantic elements and there would
be no need to posit such an entity as the semantic marker.

Tn light of the preceding discussion the question may be raised as
to whether the term semantic feature may be legitimately applied, for
example, to all of the following notions, S+ (Male), S~ (Female),

Sv (Either Male or Female), S¥ (Neither Male nor Female) and 3o (one

of 8+, S-, 8v, Sx). Although each has been loosely referred to as

such throughout this paper, properly speaking, we may say that only

two, S+ and 8- are semantic features since the others are dexivable

from them. The alternation of S+ and S~ is Sv, the negation of % and
§- is §x, and the alternation of &+ 8-, Sv, and Sx is So, It should be
kept in mind that while in this case there are only two features in
conflict (St and S~) there may be more than two such features in
conflict as for example, the case of Yellow, Red, and Blue. It is not
alvays possible to derive all features from one simply by introducing
an opposition operator. For example, while the opposite of Male may be
gald to be Female (or vice vaersa), the opposite of Yellow, can't be

said to be definitely Red or definitely Blue. We can only say it must
be one of the set. In this system, only the symbols with + and « codings
are considered as elemental semantic features since the v and x codings

are derived from them, and the o coding is derived from all of them.
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Semantic Categories and Semantic Interaction., Given the constant

syntactic environment, it may be said that the semantic outcomes of
Informative, Redundant, Conﬁgﬁiiﬁ:gﬁikand Amphigory are & function of
the interaction between the twoAlexicel items which constitute each
sentence, The following discussion will attempt to make explicit theo
nature of the interaction which takes place. In this regard the codings
of the lexical items in terms of their semantic features (Table 2) will

be utilized, along with a set of operating rules which this investigator

R g S B

has, devised,

A survey of the feature codings of all pairs of lexical items for the
Redundant sentences shows that for the various features only a certain
combination of codings occurs., These combinations are shown in Table
14, They are listed with the combination identification (Combo 1D)
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Table_l4 goes here %
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numbers 1 to 11, The feature coding for the first lexical item in a
sentence is shown in the column designated L1, while the feature coding ;
for the second lexical item (always on that same feature) is shown in :
column L2, 8ince 88 rated the sentences with such feature coding
combinations as Redundant, it is roasonable to assume that the second
lexical item provided no new information which the first lexical item
did not already bear. Thus, in terms of new information (the NEW INFO
column) none has been offered, and this in indicated by ©. It may be
said that these combinations provide No News (in the COMBINATION TYPE
column). An example of a Redundant sentence, its codings, and the
determination of the semantic type outcome is shown in Table 15.
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Table 18 _goes here
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Examples of Informative, Contradictory, and Amphigorous sentences are
also shown,

For the Informetive sentences, a survey of the feature coG.ngs of
all pairs of lexical items shows that while some No News combinations
may or may not occur, certain other combinations always occur. At

least one of these certain other combinations occurs in the pair of
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lexical items for each Informative sentence. These combinations are
1isted in Table 10 with IDs from 12 to 17, The new information which
each of these combinations provides is indicated in the NEW INFO CODING
column. The name for this combination type has been termed News. The
determination of information codings and the other combination types was
made by this investigator on an intuitive basis,

While most of the Contradictory and the Amphigorous sentences have
some News and No News combination types, all have at least one + - or
one = + coding combination. These combinations, which are called
Conflict, are listed as IDs 18 and 19, Other combinations also occur
in the Contradictory and Amphigorous sentences., These combinations all
involve an x coding. They are termed Irrelevant and have IDs from 20 to
25.

The coding conditions which result in the various combination types
may be summarized with the following set of rules:

1) No News if (a) LlsL2, or (b) L2=U,

2) News if (a) Ll=0 and 12= other than O, or (b) Ll=v and L2=+ or -,

3) Conflict if (a)y Lls+ and 12=~, or (b) Li=~ and L2=+,

4) Irrelevant if (a) Ll=x and L2=a+, = or v, or (b) Llm+, - or v, and L2=x.

All oufcomes but one seem to be intuitively obvious. The exception
is rule 2b where, if Llxv and L2=+ or ~, then the outcome is News. It
is possible that the Ss could have arrived at o Conflict or a No News
outcome when considering such a combination as Ll=v and 12=+, After
all, since v is composed of + and =, the + of L2 could have been
compared with the - of L1 to yield Conflict (~ vs. +), or the + could
have been compored with the + of L1l to yield No News (+ vs. +). Neither
situntion obtained, however. Ss preferred to interpret the situation as
one vhere information (News) was providec; where the + coding on 12 was
used to reduce the uncertainty of the v coding on Ll. That this and
not the other situations obtained seems in accord with one of the basic
assumptions which J. L, Austin (1955) made ubout language, He said,

"¢ is fundamental in falking (as in other matters) that we are entitled
to trust others, except in so far as there is some concrete reason to
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distrust them. Believing persons, acccpting testimony, is the or one
main point of talking. We don't play (competitive) games except in the
faith that our opponent is trying to win: if he isn't, it isn't a game,
but something diffevent. So we don't talk with people (descriptively)
except in the faith that they are trying to convey information."

The Contradictory sentences may be distinguished from the
Amphigorous sentences on either of two grounds, 1) the number of
Irrelevant combinations for the Contradictory sentences is low (0 to 1)
while the number of Trrelevant combinations for the Amphigorous
gentences is high (2 or more), or 2) the Contradictory sentenc?s involve
Conflict on the particular features of SEX, MARRIAGE or ENGAGE while the
Amphigorous sentences involve Conflict on the particular features of
ANIMATENESS or HUMANNESS. The operation of the first of these grounds
is demonstrated in Table 15. It should be noted that both criterions
relate to the semantic feature hierarchy and that both possibilities are
related to one another. For, the number of Irrelevant combinations
increases as the locus of conflict is found higher up the feature
hierarchy. Unfortunately, the present study has only one piace of
evidence which bears on the problem of determining the adequacy of :
these formulations. The finding of a significant difference on the :
Amphigorous sentences between the median for sentences with an
ANIMATENESS conflict (28.0) and the median for sentences with a HUMANNESS
conflict (22.0 and 19.0) seems best accounted for by (1) the number of
irrelevants' hypothesis. One could hold that the feeling of amphigoxy
is stronger for sentences with the ANIMATENESS conflict than for
sentences with the HUMANNESS conflict because there is one more
Trrelevant combination associated with sentences with an ANIMATENESS
conflict than there is for HUMANNESS conflict. The difference between
the medians is not explained though by (2) the 'particular feature'
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hypothesis. Such an hypothesis is an all-or-none affair which doesn't
permit a gradation between ANIMATENESS and HUMANNESS.

Anomaly, Amphigory and Category Mistake. The treatment of
amphigory as presented in this paper i{g one that is distinct from that
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of contradiction (as was shown) and that of anomaly., Katz and othors
have viewed anomaly as an outcome resulting firom a violation of a
selection restriction, This notion is clearly illustrated by Katz and
Fodor (1963) in their consideration of the lexical item honest :

" ..of persons: of good moral character, virtuous, upright,...of

women: chaste, 'virtuous'...The "of persons” and "of women" are

intended to indicate that the senses that follow them (italics mine) |
apply only under the conditions that they specify. That is, these
specifications indicate that if the nominal head which honest modifies
refers to a person without specification of sex, then honest has the

meaning "of good moral character, virtuous, or upright,’ and if the
nominal head refers to a woman, then honest means either "of good
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moral character, virtuous, or upright,’ or "ehaste."'(p. 500) |

Clearly the amphigorous category which 1is described in this paper ;
is determined quite differently than that of anomaly. While the g
information pertaining to a selectional restr.ction violation is not ;
conceived to be part of the meaning of that word, the information
sinvolved in the "violation" which leads to an amphigorous categorization
is actually part of its meaning. 1t would be difficult to hold that the
gomantic feature Human for the lexical item person, and the feature
Animal for the lexical item sheep are not part of the meaning of those
lexical items but that they were instead gselectional restrictions.

The notion of amphigory seems to be related to that of category
mistake (or type crossings) a notion which has been the concern of
many in recent philosophy. Such sentences as Saturday is in bed

(Ryle, 1953), Socrates is a prime number, The theory of relativity

is blue (Pap, 1960), and Sgeing is an activity (Faber, 1968), are

some of the favorite examples of this notion which have been considered.
Both amphigory and anomaly (Katz's) appear to be instances of that
notion. Whether or not umphigory and anomaly provide criterions which
fully account for the notion is hard to say. The notion of category

mistake is still one that is somewhat unclear,
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Summary. This study which investigated the meaning of sentences

provides supporting evidence toward establishing the validity of the
gsemantic categories of Iinformative (synthetic), redundant (analytic),
contradictory and amphigory. A criterion for each of these semantic
types was proposed based on such notions as semantic features, a

hierarchy of semantic features, and rules of semantic interaction,
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Footnotes

The author wishes to thank William Smith for his assistance in the 'g
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This investigation was supported (in part) by a Public Health é
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National Institute of Mental Health.

2 " Anthropologists Metzger and Williams (1966) present lexical
hierarchies based on data collected from Mayan informants in
Mexico., One intexrchange between an interviewer and an informant
which provided data on which a hierarchy was 1ate; baged, ran as
follows (translated from Mayan) :

"How are they named, the things of nother earth in all the world?

~~«There are many of the kind. t

What is the name of a first kind?

-~~There are people.

What is the name of a second kind? i

~=~There are animals, :

What is the name of (another of) & third kind?

~=~There are 'trees~and-plants' (a single lexical item). %

What is the name of (another of) a fourth kind?

~-=There are no more (of a fourth different kind),' (p. 391)
Since the interviewer was interested in eliciting "firewood" data,
his questioning then focused on the 'trees~and-plants' category
-~gtudies of this sort could provide valuable data for the study
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TABLE 1

Word Sort Respéhaeﬂ With Respect to Five Postulated Semantic ‘Dimensions

.

Wi T e — A L g PO ¢ o——— — wr——- -
] ANIMATENESS HUMANNESS § SEX
Animate ~ Inanimate Human ~ Animal Male ~ Female
Sm——— M € YRR BT T S IS R HNE ——— WA gt - R c T Se § T
1 human -~ unhuman male ~ female
2 inanimate objects ~
humans ~ animals non animals ~ animals male ~ female
- w:#mmmgv B T T I Aoke - - -
3 | living ~ inanimate %human - animal male = femals
: .
e . o e ?« e g L A T TR LI AN T x
4 fleshlike ~ wooden « human -~ animal male -~ female
oot carttn s 4 168 Tk va O 00k s 355 % it b ks €3 ww o cw e wn o ww
5 male ~ female
‘ . b e swe 650 6 6 emesemerm v wiar e p w
6 animal -

7 manmal

inanimate «~ furniture

TP Rttty BRI W2 it

HE W ¥ T St el y -

=~ object

- P A T T 2 RY 2 e

human = animals

8 animate ~ inaninmate

ol gy g 1T MEY

9 human ~

D DO I T R KM C e : meadety x A | v

human -~

LIV

human =~ inhuman (sic)

male -~ female

& A AL T TR R B

male ~ female

Tt % swdiew - & oy T oAez w

v # * . e

animal -~ inanimate animal -~ not living male -~ female
o ¥ - It L R PP CEF I m C g - - * X g & WLLTAN e C 8 w8
10 animate =~ inanimate human -~ animal ~ plant male - female
Pomompsapragyle anc st LW 4 T & IN s £ s v ¥ ¢ ER £ F 1 LT x = B *: = W
11 human « animal male ~ female |

.. Ll ST B R N PR T TR Y . W Nt . N8 K

12 human ~ animal male ~ female
s . i -t A LRI A A0 A LIPS RSO € 8. 3 4
13 human =~ animal male -~ femanle
[ _ ; 40 PIET SN SR T ST e R S g’ e L T S L A SR
14 | living - inanimate human ~ non human male ~ female
L L e S S M it N T - e fo oo wooe
15 ; inanimate = human - not human
Totnﬁ 10 13 14
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TABLE 1 (Continued)

WARRTAGE T 7T 7777 " ENGAGEMENT | Mo, BORTS
DONE BY S8

wmp

Married ~ Single : Engeged ~ Unengaged

*
a - « v e cw w T "" U TR MR et

T married - unmarried | - |
2 married - single ongaged = married T T < ool

"3 married - single A -n ; |
4 we}i - marriageable  settled - dating 8 i §

5 married mala - |  “malo engéged -
- married female female engaged , 11

PR X A RS g T IR e E S ] - - N x

6 ' marriod - single e e

ek T AL % e

C %=

7u “married - single engaged ~ married . 7 ;

O — S Wt R UERF X ES T Tw I e 20 - i ; ;:
8 imarried - gingle 1 engaged ~ married - ) ;

numm‘ﬂ e e ‘ﬁingle % 1 :
:

9 | married ~ ~single engaged “ 8 :

mlr-uxmut - - : . p
10 : married ~ single } 11 %
m"?‘f'“’ B ez zx #x ¥ EETEE 2 = -y \f
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E 3 =S RS 10 El X € - e g = e e ox ‘
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we E] *

Wy T Tt eI - -
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Vgl e R e i g bR, T
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G TR A A " HC

S Y

ARy ¥ L - €
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TN ReaeETE W CED K MR o E s - oK : ]
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B0 530 ot ER 3 B ot R Sined

PRSI T G s s e - S e M TR MK eGH XIEIN X L YEl HE & DT a
kS

Total 14 8 59/132 i
\€

gy BT B < L g SN 3 x b . m oL Z oL * L b s a i
&

.

M

¥

* &

g

B

.

i

13

N

i

3

&

(,x

&

¢

.

:

H

H

i

1

#




TABLE 2
Feature Codings for the 13 Experimental lexical Items Based
on the Word Sort Results
+, or = indicates a specific coding on feature,
v indicates either + or = coding on tcaturc:*"
X indicates neither + nor = coding on feature,

"LEXICAL ANIMATENESS HUMANNESS SEX  MARRIAGE ENGAGE
1TEH + Animato + Human + Male + Marriod + Engaged

. = Inanimate = Animal ~ Fomale =~ Single -~ Unengaged
Shair . . % o, X
éhcmp o + - v X X
..;.;;m.mw,. SE— RS S . P -
ewe i - - ' X X
;;E;rw» —— , . . “ v . . .
man e *+ g v : o
women + e - vy o
‘spouse 4 . v &
husband "4 T4 + B b«
e A . . . .
bat;fggi;eﬂé o o 0 - ) v - ‘ +
fimnee o+ o+ i ¥ - B
fiancee o ' + Poo- P - +
Iiving creature =+ oo by b % “ o
singlo paxon ~ v T 4TTH v 170
single male person, + ) + |+ P v
singf;;;malc e R . 4. ‘e
_porson |+ o« | - S

¥ Th 9)'“’-"".\_4 is %o be inteepreted jutle exclusive (avT)sense rather than
in ifs usval Jogical non=extlvsive (vel) sense,

I———— —
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TABLE 3
Informative~Redundant Sentences
Semantic Types: 1) Informative, 2) Redundant, 3) Contradictory, 4) Amphigorous
N INFORMATIVE REDUNDANT
SENTENCE ! SEMANTIC TYPE hom{,onnzn REVERSED
™ e _dsa___. 12 3 4 3 4
"1 sheop | ram 261 1 0 2 24 1 0,
3 shoop *ewo ‘262 0. 0 4 127 0 0
_5  _porson, _ . man ‘25 2 0 0 6 32 0 O
7. person woman 28 0 ‘ 0 0 2 , 26 0 ‘ 0 -
9 porson spouse 25 3 0 O 10 3:25 0 O
11 person husbend 28 0 0 O 12, 1°27 0 0
13 porson wife 2770 0 1 2;26 » 0 0 !
15 person betrothed 28 3 0 0 16 4 24 0 O
17 porson fiance 26 2 0 0 18! 4'24 0 0|
W”;eiémf' " " tiancee ' 28] 9:‘“031 0’ 228070 |
21 man ‘ hugband 26 3 0 0 22: 5.20+2 0} !
23 man  : fiance 24 4 0 O 4'23 0 ol
27’ woman | fiances 24 4 O 0 28 3:25 0 0|
29 | spouse { husband 27 1 0 O 30% 5%21%1) 0.
31 | spouse | vite 24 3 0 1332§7§21§o 0|
33| botvothed & fiance 26 11, 0.34' 4 24,0 0
35| botrothed E “tiancos” 7} 237 4 | 1! o0 38! 322 13'0 |
Total - 8434 -3 2 2; e 58 Iaae 7101
| Medtan | Le.q‘z,ol 0 l 0 i 3.0 24,5, 0 i 0




TABLE 4

Informative~Informative Sentonces

V * SENTENCE
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ABLE 5
Contradictory-Contradictory Sentences
A. Conflict on SBEX only, other feature codings are identical,
~  SENTENCE ' SEMANTIC TYPE . NOUN ORDER REVERSED
. e e e T SEMANTIC TYFE

2’ 3

1D} The _ ig a '
' oizs

ID, 1, 2t 3|

i i}
W TR T WU YT et M Trewy o kT

-
EX

45 man ' woman

- B -

1 4 4

o L0 0, 0 0

47, fimnco | fiancee 10 0 20 177 48" 0{ 0i27 | o
49; husband  wife © 0 O* 28 0" 50 0, 032810
B ram owe v 1 oﬁz'zj 0o 52| of 1,27 j0 i
i Total " T2 0.109 | 11’ f d 1110 |0
- M@diﬂn - o §°'5. o;z':gaz o, , 0 ,2,,37,:5: 0!
Corgrbggegggtn Lo P Fiyaeg i p T ‘ ) g

Combined Median _ | 0! 027.5 0 ﬁ ! i

B, Conflict on SEX only, ather feature codings not identical.

L2 0 S S B -

B3] men [ Wit 0, 0. 26 KR 0, 0121 7
§5) man | £iancee o f 9211 13;8 ) 56 18114 .5
57| woman husband_ | o} oi2a| 5| s8' o’ olzs s
50| woman | stance | ol oj15[ 4| 60, 0 5|20 23
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TABLE 5 (Continued)

C. Conflict on SEX, MARRIAGE

- - AR e o " cT o TTETT T Y e T T

SENTENCE

ID The

| ia a .
61 husband

K(ﬁ!“ ¥

v fiancce

£ Bl LS4 e . toge B L g4

63 wife ; fiance
e T e T
- Total
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Combin@d Median

D. Conflict on MARRIAGE

LI, e - gy i .
———— Tt W s T X e W T, TwTEE

65, spouse
87 _spouse
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L I 3 e o SEEEREN I

69‘ spouge o fiancee
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77« wife ! fiancee
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Median

SO Wty A N rw m:ﬁmm t
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A e DD E SR T
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TABLE 6
Amphigorous~Amphigorous Sentences
A, Conflict on ANIMATENESS

g3 ale o o aa 2 2 St S L comom g”l“ e

SENTENCE SEMANTIC TYPE |  NOUN ORDER REVERSED)

AW N - IR TR - Ed

1D Thc iﬁ a . 1 4

79 chair ‘sheep 0 ' 0. 0'28
81 chalr o "0 "1 71726 ‘82 0 0 028

Wt TR YT X TROTTTRET YT g

83 shair ~ram o”“

e MR TIETT R TR

Tt T T Ty Ty fgwﬁ-— T T W TR

85 _chair owe 070 0’28 88 0 0:0.28
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- ww X 4 e - =
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AN Y Ty e W W L CTRCRST T REYrTUTTIOC i Umwt X Tr e TR T B R e
i
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W'ﬁm WX T EETK W *’t*m'*v - T * 0
95. chair . husband 0
g —n———— X T T ETA T PR
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99 chair | fiance O
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TABLE 6 (Continued)
: B, Conflict on HUMANNESS with Iew definite codings,
! n P S BT AR T T RS m~~‘§n g g - e —— R P TI s e
. SENTENCE i SEMANTIC TYPE l NOUN ORDER REVERSED

¥ l SEMANTIC TYPE

BTN PN TR P W T T R TSI MRS R e ST o oy - & - N E - we g ¥

ID The _disa____., 1 2 3.4 11),1”2 3 4
e n‘r-w*ﬂthnm*ﬂﬂm—”nr’ TR CEEY KT LW ™ B e wr T Ag,‘, <.
103 person sheep , 0 00 izs 104 0 ‘0" 5 23 i
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SENTENCE

ID The s a .
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TABLE 6 (Continued)

C. Confliet on HUMANNES& with many definite codings.

SEMANTIC TYPE |

o SEMANTIC TYPE
2 3! 4, 1 ! z .3 4
- - > —-. i 5 ﬂ - E I
019 122, 415, 010
PRREIRE et R SR sl il YT TERN  TE h I”

124

-
"

SRR
L=
W)
©

‘
| 4
g

o
Cofq‘o;oao;og

EaN " X
"
L

X
-

q o Noo o e
W

!
i

| 3 M 19 ° 134,
g - R T &
2 18 136%

. 15 138 °
o  errrMry weere ey - \l"\‘i

1 19 140°

T T Im TS HRIE T T Cpem”

i
w&17 . 142

& . XEL nrfm

i

8
L
! 6.7
8
1

NOUN

&‘ﬂ&ﬂl

]
t’ ’é T %S’ wTLE R TTe
‘2 1118
I wx e ? o g s ]
0; 18

ORDER REVEESED

4 ;0 19
17fwm"

«

.t

‘P!
CDEKO

D . 4

1{:-
Dt N
]

R |

|
«

L 3
i
I
‘ :
4

§a:*r=3b4§ca ss'rﬂ'c:
19O
LI

‘mlo'm 0o'o ©!O
0

o’ ®
1
]

et et iy ok £ 05 Ay




TABLE 7
Summary Table of Medians for the Various Semantic Types,
Figure in parentheses indicates percentage of responses accounted for by

that type.
"SEMANTIC TYPF - ~ GEMANTIC TYPE
COMBINATIONS _Inform  Redun  Contra  Amphig
T Informative-Redundant | 26.0 24,6 §
L ; (92,2%) (87.0%)
O%' Informative~Informative ' 17,0 {60.1%) g
L Contradictory-Contradictory . Overall 20,5 (75,5%) ;
' A SEX conflict, identical ' 27.5
i B SEX conflict, non--idantical 20,5
lc SEX, MARRIAGE, ENGAGE conflict] 18.0 ""
. D MARRIAGE, ENGAGE conflict E 20,0
125 Amphigorous~Amphigorous % Overall (79,9%)21.0 i
} A ANIMATENESS conflict | 28.0 |
B HUMANNESS, less definite 22.5

} C HUMANNESS, more definite 19.0
|
|
l
|
}
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TABLE 8
Ss' Description of the Type 1 Examples

RPN ITIAE: Py RE RS

8 Dascription
1 about J, 5.%
‘ 2 general to specific §
| 3 general to specific %
i 4 pgeneral to particular (inverted defn.) é
' 5 goes from general to more specifics §
7 from gencral to specific i
8 ‘the kind of specific a category is in living mammals %
9 these sentences put categories into objects 2
10 general—-specific f
11 general —~» specific 2nd noun can be 1lst noun ) f
12 gpecific classification é
13 group~ele (living or concepts) §
, 14 could be true-not necessarily gon'l-specific ;
16 actual comparison with moving living subject-object
16 general to specific, classification or rate
17 second word is adjective of first word or defines closer the lst word 5
18 general to specific §
19 general—)particular g
20 goneral~—ysgpecific %
21 general to specific %
22 Bis A
23 object of sentence is a part of category of subject, Second part i

describes first part of sentence ;
24 general to specific
25 true; major classification first, minor classificgtion second

26 general =~ specific

Wt SR e Do N Fap T @k Py

27 general specific
28 tells something about subject pred nom is one of group of sub §

*unreadable
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TABLE 9 -
8s' description of the Type 2 Examples
Description

class spec-gen

gpecific to general

gpecific to genoral

particular to general (defn.)
sane specifies to generalizations
clagsified

from specific tc general

what category a specific is in

‘these sentences put objects into a category

specific~general

specific -3 general lst noun is a kind of another noun
general classification '
element~group non living

always true specific-gen'l

comparison with non~mov§ng subject~object

specific to genexal

first word is variety of second word

specific to general

particular ) class

specific ~—3 genural

specific to general

Ais B

the subjcet is a category or part of specific group of object of sentence
specific to general

true; species first, major classification second
specific-general

specific to general .

subject is one of a class
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TABLE 10
8s' Description of the Type 3 Examples
Description
oppc
extremes~opposites

opposites, hut related

opposite but related in meaning (false statements)
opposites

opp

opposites

the item is opposite of another item

these sentences give exact opposites~contradictions
opposite

opposites .
oppoeglites

opposites

{alsc~opposites

antonym equation

paradox, contradiction

opposites

opposites

opposiies of same class

opposite

general but opposites

opposites

opposites or near opposites

opposite

opposites, untrue

opposltes

opposites

opposites
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TABLE 11
Ss' Description of the Type 4 Examples
Description

resem~nothing

nongensoe

false~unrelated

unrclated in meaning (also false statemenis)
entirely unrelated

no similarity

nonsense not equal

the opposite is a nonsenge correlation
these sentences give false meanings for the words
irrelevant

unrelated nouns can't be possible .
nonsensoe

nonsensge

false~not necessarily opposites

nonsense statements

nonsense

unrclated

unreloted

classes not related

no literal connection

no relationship

no connection

nonsgnsa sentonces

nonsense

untrue, no relation

nonrelated

irrelevant -

nonsense, no connection between subject and pred, nom.
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TABLE 13
Rules ¥hich Generate the Lexical Items of a Semantic Field
and their Feature Codings
O is OBJECT, A is ANIMATENESS, H is HUMANNESS, 8§ is SEX, M is MARRIAGE
and E is ENGAGE

At . . [ He
1. o — (& 4. S+ M= A
S {8~ ém-) My ~1l+
qsv Mo~ Hv
2¢ A"' e J | H" o]
L“".f 5. TR ]' =
1’&1{ j
3. He| e er
ln- — gs—l, — Eo
HHv §SVJ




TABLE 14
Rules for Semantic Coding Interaction
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COMBO CODING  CODING ' NEW COMBINATION
1D LEXICAL LEXICAL  INFO TYPE
ITEM1 - ITEM 2 (L1~12)  (L1,12 compared)
¢ (1) (12)
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f; Nc¢ News
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9 o, No News
10 | 0 " e No Rews
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20 + o " Irrelevant :
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X
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FIGURE 1
Semantic Feature Codings of Lexical Items

Which Have Been Generated by the Set of Rules Specified in Table 13,
Potontial Lexical Items Are Indicated in Parentheses
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