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A LEARNING MODEL TO IDENTIFY FACTORS CONTRIBUTING TO THE
DIFFICULTY OF A PROBLEM ITEM WAS SUFFORTED EMFIRICALLY, AND
INDICATED THAT THE NUMBER OF STEPS REQUIRED TO SOLVE A
PROBLEM WAS TI'T MOST IMFORTANT VARIABLE IN PRECICTING BOTH
ERROR PROBABILITY AND RESFONSE LATENCY. THE MODEL, IN ORCER
TO ESTABLISH DIFFERENTIAL FRECICTIONS OF DIFFICULTY IN
SOLVING ARITHMETIC FROSLEMS; ICENTIFIEC SUCH VARIABLES AS TiE
MAGNITUCE OF THE LARGEST AND THE SMALLEST NUMBERS AFFEARING,
THE FORM OF HE EQUATION IN WHICH THE FROBLEMS ARE FRESENTED,
AND THE DIFFERENCES BETWEEN NUMBERS IN SUBSTRACTIONS. ANOTHER
VARIABLE, NUMBER OF STEPS (NSTEFS) RE. JIRED TO SOLVE THE
PROBLEMS, WAS FURTHER CIVIDED INTO TRANSFORMATION (STEFS
REQUIRED TO PUT THE EQUATION INTO CANONICAL FORM) , OFERATICN
(NUMBER OF OPERATIONS FERFORMED) , AND MEMORY (HUMBER OF
DIGITS THAT MUST BE HELL IN MUMORY) . TERMINALS WERE INSTALLED
IN EIGHT CLASSROOMS, AND 270 THIRD, FOURTH, FIFTH, AND SIXTH
GRADERS PARTICIPATED FOR ONE ACACEMIC YEAR IN
COMPUTER~-ASSISTED MATHEMATICS INSTRUCTION. A REGRESSION
ANALYSIS SHOWED NSTEPS TO BE THE MOST IMPORTANT VARIABLE IN
PREDICTING BOTH ERROR PROBABILITY AND RESPONSE LATENCY,; AND
ANALYSIS OF THE FACTORS IN NSTEPS SHOWED THAT MEMORY WAS THE

- MOST IMPORTANT FACTOR. OFERATION PLAYEC NO ROLE IN PREDICTING

THE DEPENDENT VARIABLES. (OH)
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LINGAR STRUCTURAL MODELS FOR RESPONSE AND LATENCY l

b : PERFORMANCE TN ARITHMETICH

}%E L ' Patrick Suppes, Lester ﬁyman, Max Jermen

”éi Institute for Mathematicael Studies in the Social Sclences’ B -
: Stanford University. Stanford, California (
: 1. 3Introduction. ;
;: In the cognitive domain mathematics provides one of the clearest é
;ﬁ examples of complex learning and performance, for the structure of the 5?
g?; subject itself provides numerous constraints on eny é&eqpate thedryi. The 2?
§€ learning and.performanﬁe models derived from the main £rends of contem- | %ﬁ
; : perary mathematical learning theory have provided an excellent prédictive é;

. analysis of a large variety of experimental situations. Unfortunately, G

¥The research reported here has been supported by the U.S. Office

of Education, the National Science Foundation and the‘Carﬁegig Corpqratibn
of New York. We are indebted to Guy Groen for a .umber of useful comments,
-4 to Manuel Uy for extensive end much eppreciated efforts in executing the
computer programs used in the data anzlysis; and sbove &ll to Dow Brian

23 snd his staff of computer programmers, including particularly John Gwinn,
N " in the Institute's Computer-Based Laboratory for Learning and Teabhing.

= Experiments of the megnitude reported here would have been a practical
impossibility without the hardware and software facilities of the Labora-
%?~ tory. We are also indebted to Miss Luanne D. Berkowitz who assumed major ‘Qi
’ responsibilities in running the experiments and in helping construct the -
{%% curriculum materials, and to Mr. Victor Norton, the Principal of Grant

n: . Elementary School of Cupertine Union Schobl District in Californ4a, as -
’g _ well as to the teachers of Grant, ali of whom contributed gubstantially

ﬂ to the rather hectic begimning stages of initiating a new technology in

,,,,,

‘f . an -elementary-school setting.
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however, most of these experimental situations aie much simpler in strue-
ture than what corresponds to even the simplest parts of elementarylmathe-
matics, Because this claim is central to the movivations behind the
present peper, we would like to expand on it in some detail.

The familiar and now classical linear model provides a good starting
point for our discussion. For our purposes, we mey take this model in
its simplest form, as spplied to a situation in which a given response
is always reinforced, and all other responées are'indiéated as incorrect.
For the formulation under this restriction let q , be the probability
of an incorrect response on triai n + io This probabslity-is then the

following simple linear function of the probability qﬁ of an incorrect

response on trial n:
K2 _: = |
Anyy = % »

where the learning paremeter @ is such that O 5 a< 1l. The formal

g properties of this éimple model have nOW‘beén investigated thorbughly and
are we;l understood. It is apparent, hcwever, that if the subject must
learn a number of different items which differ in structure and therefore
3 in learning difficulty, the simple linear model can accommoééte this fact
only by separately estimating a learning purameter Q@ for each item.
Frum the standpoint of classical psychalogical concerns with the character
of learﬁing and performance, this is far from satisfactory. What is

»% desired, rather, is an analysis of the factors in the structure of the
stimulus item which lead to varying difficulty. Tﬁe_estimation of a
nonstructufal parameter unique for each item is a way of handling data

when no better resources are available, but it does not take us very

2




'deep;y into the psychological problems of learhing corplex items like
those common in mathematics and other structured sﬁbjeets. Abavelall,
the estimation of a'sepatate parameter for each item leads to a wasteful
use of paremeters. In general, if we take & collection of 1tems from a
| given domeain of mathematics, we would like to be able to attach weights.'
: 5 .to the variou: factors that may be objectively identified in the item,

and then use estimates of a few such weights to predict the relative

dlfficulty or the latency of response for a large nudber of items., The - ;f
linear model itself cannot provide such mechanisms. ‘This is not,to'
deqigrate the importance and significance of the linear model, for it
will doubtless enter in many places to protide an.aﬁalysis'of perticuiar
mechanisms. But it will not serve as anything like the basis for a funda-
xmental or generel theory of compiex learning.

L3 At first glance, it might appear'that we could use a learning theory

with more structure, such as stimulus-sampling theory, to provide an

adequate analysis of stimulus structure--adequate to make differential

' é predictions of difficulty in ccgnitive domains like that of elementary

mathematics. Ar exemination of the explicit axiomatizations of stimuius~

saupling theory, which may be found in Estes and Suppes (1959), Suppes

and Atkinson (1960) or Atkinson and Estes (1963), shows, however, that
the concept of stimulus used does not prcvide an adequate analysis of

:E . structure. Roughly speaking, the situation is the following. The stimuli

~ presented to a subject on a given trial are represented by a set of stimulus
elements. In the concept of an arbxtrary set of stimulus elements, there 4,
{.i_ is the beginning of an adequate apparatus for the concept of structure,

but the additional assumptions ..eeded for a definite notion of structure

\ .
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2 heve not yet been imposed on the concept of an arbitrary set. It is ;‘
' necesséry to go beyond the current formulations of the theory in order . ;:
. to analyze even the simplest sort of stimulus itfems used in the teaching
of elementary mathematics. Probably the most successful version of

¢ stimulus~sampling theory for a wide variety of experiments is the pattern
conception of stimulus conditioning that criginates with Estes (1959).

On this theoi'y, the ‘individual stimulus elements are not condéiticned as
components to a correct response, rather, an eatire pattern of stimulus ' ko
3 3 elements is so conditioned, and irn general the number of patterns available

for sampling in a given stimulus situation will be a parameter to be esti- 4
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{ mated from the data. But even these conceptions are very far from providing "ﬁi
an enalysis sufficiently structured to yield dlfferential predictions of
difficulty in responding correctly to problem-items Grawn from concepts
and topics in elementary mathenaties. |
“'. It might also be thought that the applications of stimulus-sempling
theory or related sorts of theories to stimﬁlus-discrimiﬁation problems
during the past decade would yield theoretical ideas adequate to the
analysis of complex structure. Again, however, an examination of the p -
kinds of problems that have been hendled shows very quickly that a struc- ’
tural apparatus adequate tc problems in éimple eddition, for examplie, is .f
certainly not even implicitly inherent in the theories that have been
developed within the general framework of ﬁheories of conditioning.

Both psychologists and educators interested in cognitive fheories in
iearning would undoubtedly very much agree with the remarks we have just |
,f-‘ \ made about stimulus-response theories. However, we find that we must say

the same sorts of things about the current cognitive theories of learning

h 1 {’ ".'A




and performance, which have attracted considefhbletinterest in the last
few years., As opposed to the stimulus-response theories .that Je heave '
mentioned, perhaps the gfeatest defect of the cognitive theories ib.simply
a leck of sufficient intellectual definiteness even to settle the question
ef whether cr not specitic pred%ctéons can be made, The kinds'of cognitive
considerations, for example, that enter into the studies reported in the
well-known book by Brupner, Goodnow and Austin (1956) simply do not provide
a freamework within which we can ask specific questions about the estimation
of barameters for the prediction of differential diff;culty over a selection
of stimulus items drawn from some complex domain, Whéthar'it be elementaiy
mathematics or elementary language learning. Again we woulu not want to
be misunderstood on this point,. The analysis of. the types ol strategies
‘used in concept attainment is certainly a useful. contribution to the
psychology of concept formation anc thinking, but it must be realist;cally
asserted that no theory has yet been sufficiently deveioped to provide
the kind of parametric prediétions that ere considered a minimum require-
ment in the area of mathematical models of learning and performance. The
same sorts of remarks apply to the invaluable work of Piaget and his col-
laborators. DPiaget hgs con .ributed much to our understanding of cognitive
development in children and especially to our understanding of the kind
of structures children find or if you wish, create, in the stimulus envi-
ronment., But égain, Piaget®s concepts have not been sufficiently artic-
ulated into a well-defined theory to provide parametric prediétions of
differential difficulty for items drawn from any cognitive domain, This
is not particulér]y Piaget's task, as it was not Bruner's. Nevertheless,

we do intend our remarks to be of a critical nature, for until parametric




predictions can be produced from the theoreticai prcposels génerated by
various psychologists, these theoretical ideas cennot be accépted as &
'final énalysis of what we hope to understand ebout cognitive processes.

The preceding remarks have mainly emphasized the inadequacy of. current
psychological theories to ﬁrovide parametric predictions of differential
difficulty as measured by the rate of correctAresponding, "I'hese theories
are ev:n more inadequate whern we turn to response latencies. From the
standpoint of the analysis of performence, 1atencieé sgre in many respects
more important as a source of informetion te the theorist then response
data, Thie is partipu.larly true of any studies devo’ced to sgkill per-
formance after a good deai of learning has teken place. As soie of the
datg reported here show, and ar one would expect anyway on a priori grounds,
the range of latencies rbserved in a group shows systematic variation in
a way that clearly reflects a measure of item difficul:ty. What is ulti--
mately desired in thic case is t‘qe kind of model that cen predict from the
structu:z"e of an item .he process & subject must go through in finding the
- correct response. JIn the case of arithmetic, at least part of this process
must undoubtedly be related to the standard elgorithms taught as part of
tﬁe curriculum; but even a casual glance at these algorithms .will show that
the conception of them used in teaching ax;d in the curriculum does not pro-
vide a sufficient analysis of processing to make differential pi'edictions
of diffiéulty as reflected in response latencies.

What is also surprising about letency is that fhere have been so few
studies that reported detailed data on this measure .' The only directly
relevent studies that we have found in the literature on arithmetic are

Batson and Combellick (1925), Helseth (1927), Knight zud Behrens (1928)
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and Billington (19%7). This sbsence of latency studies (even though there
3 are undoubtedly several of wiaich we are not aware) indicates how superficiel

has been the investigation of structural models adequate to prgdict_differ-

ential difficﬁlty either in terms of responses or response latercies.

The constructive aim of the present paper is to formulafe and test

4 some linear structural models that do lead to parametric.p?ediﬂtions of
the sort we have been discussing. The sense in.which these nodels are.
linear is not preéisely the same sense that sprlies to the\linear'lga:ning
mocdels but it is in the conpext of linear-regression models, a point thet

is made clear in the next section. The models and accompenying theory

!
e ;
s [N

which we present and test in this peaper aré meant only as & beginning.
- We do believe that they provide a significant and.éromising foundation

fcr further work.

R NN G4 LR

2. The Theory.

The learning models that arise in stimulus-sampling thecry all
exemplify'a certaln class of stochastic processes, and in general a dif-
‘5 ferent class of such processes is exemplified by the linear models discussed
at the beginning. In the same fashion, the linear structural models pro-
'? posed in this paper all e#emplify a general class of models that are clas-
sical in statistics., But simply to sey ﬁhat we are épplying linear-regresgion

models to *the study of arithmetic perfdrnhnce provides no more clue to the

theoretical ideas behind the analysis than does the assertion that we apply

to a‘given body of learning phenomena & finite state Markov chain as the

primary mathematical tool of analysis. What is important end significant

for psychology is the particular way in which the broad class of
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linear-regression models ig narrowed eand made meaningful from the stand-
point of response or latenqy performence in arithmetic. |

‘I‘t will perhaps be useful to begin with a class of problems that are
simpler than those considered here in deteil. The discussion of this first
example follows Suppes (1966). Let us suppose that a set of problems con-
sists only of simpie addition problems of the following sort: 1+ 2 =n,
l1+n=3 end n+2 =3. Let us restrict the sums to those not greater

than 5. We postulate that the following five facts =re held in memory:

) =/
=//
3=///
b= [/]]

5 =/l

o

OQur slgorithm is then the following: _

(1) Replace all Arabic numerals by their stroke definitions -wc
delete all) plus symbols.

(é) If there are strokes on both sidgs of the equal sign, cancel one
by cne, starting from the left of each side until there ré@in }10 strokes
on one side. Ignore n in éancelling. |

(3) On the one siuve still having strokes, replace the sﬁfokes by an
Arabic humeral, using the definitions in xﬂemory.

'the solution in the form n = ¢ or c¢ =n will result.
To obfain a s:‘mgle‘factor f representing the number of steps, we simply

count the number of steps required by the algorithm to solve a given problem.

I

For example, the steps to solve 3 +n = 5 are 5 in numbecr.

AY
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(1) /// n=//]/] Yy rule (1)

(2) /[ n=//// vyrue (2) '
(3) /. n=/// bymie {2) '
) n=//  byrae (2)

(5) u=2 vy rule (3) ,

and thus for this model and this problem, f = 5; A ﬁmré realistic version
of this glgorithm, gt least for maﬁy standard situations in which students
are tested on their command of the simp.. addition facts, is' to postulate
that the student counts the difference n, by beginning at 3 and stopping
at 5. ‘A test of five variants of this latter counﬁiné'élgorithm ié.
reported in Suppes and Groen (1966).

For the problem-items analyzed in ;chis paper' the central problem is
to identify the factors that contribute tc the difficulty of the item.
Typical factors that we shall examine &re the magﬁitude of the largeéf
number appearing in the problem, the magnitude of *he smallest number,
the form of the equation in which the problem is éresented, and most
importantly, the number of steps required to solve the problem. Exactly
how the number of steps is to be defined is a matter that we take up in
detall below. As a matter of notation we shall denote the Jth factor
of problem .1 in a given set of probiemg or exerciées by fij’ The
statistical parameters that must be estimated from the data are the
weights to be attached to each factor. We shall dehote‘the wéight
assigned to the jth factor by aj . We want to emphasize as explicitly
as possikle that. the factors identified and used in the models presented

in this paper are never factors in the sense of factor anaiysis; that is,

" .. PR i .
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the factors do not arise as abstract constructions from the data. Rather,
they are always objective fac’cors identifiable by the experimenter 3;n the
’ problem-items themselves, independent of any data analysis. Which factors
turn out to be important is a matter of the estimeted weights «,, but in

no case does the decision as to what is the numericel value of a factor

for a given problem-item depend in any way on the responée data themselves.
In fact, it will be apparent that all of the factors used in the analyses
preseqted here have an intuitive and direct reisvance -’co comm;)nsense ideas
of difficuity, aﬁd their definitions are so straightforward and simple cl.at
thére is little.prospect of disagreement.; over their objective value in. a
_, given problem-item. |
We may first consider the analysis of response data. Let Py be the
observed proportion of correct responses on problem-item 1 for a given
group of subjects. The centrel task of ‘a_model is to pregiic‘b the observed

proportions p;- The natural linear-regression rodel in terms of the

:, factors f; 3 and the weights @y is simply

‘. pi=zajfi +:2°.

j

/3 : . ‘

However, there is & central difficulty with this perticular model: there

i is no guacantee that probability will be preserved as the estimated

, weightings and idéntifia‘;)le factors are combined to predict the observed

-,- proportion of correct responses in new items. C_onsequen’cly, in';arder to

guarantee preservition of probability, that ic, tc ensure that the predicted
pi's will slways lie between O and 1, iv is netural to make the following

transformotior and to define a new variable 2y

10
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z =log¢-pi. (i)
i Py

And then to use as the regression model
Z, = z Qf,, + & . (2)

It should be noted that ihe reason for putting 1 - pj; rather than Py
in the numerator of equation (1) is that it is desirable to make the veari-
ables z. monotonically incressing in the magnitude of ti- factors fi j
rather than monotcnically decr..esing. For example,' the maénitude of ‘the
largest number in a problem increases with the difficulty cf +the problem,
and it is desireble that the model r'efle-ct this increase in a direct rather
than in an invarse fasbion.

In the case of latencies a transformation like‘ (1) is not regquired.
Let t, bve the mean latenéy on problem-item i for s .given group of

i
subjects. We then apply the same model as (2), nemely,

' - }J: Byfss + By - (3)
It is also evident that no transformati‘.on. is required to mske latencies
monotopically increasing in the expected difficulty of the factors. We

have shown different weights B 3 for the latencies, because the empirical
intexj‘pretation of the weights must necessax;ily be different for the variables
25 but'as we would expect, there is a high positive coi-relation between the

weights OL;j and B 3" It is worth noting that in the case of the analysis

A
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of the latencies, the individual factors and their weights may be identified

as tre direct contribution of a given factor to the total latency. Thus,
for example, the contribution of factor J to the total latency is just
the number ijij which is sceled in seconds. The constunt thatlarises
in the linear-regression'model may be interpreted as the constant orienta-
tion and preparation time required in solving the ﬁroblems of the class
under investigation,

The variables we consider are of %wo sorts., 'The first is the kind of
0,1 -~ variable standarg in the anaiysis of veriance. Such a variable would
be appropriate, for example, in dealing witb_pgoblem.format) Zhe second
kind of varisble is one that is in principle continuous, although fa prac-
tice it assumes a finite set of valueé for the problems being considered
here. For most of these variables the conception and formal definitions
of the variables are quite straightforward within tﬂe context of elementary
arithmetic itself. Typical va;iables'have already been mentioned; however,
the varisble or factor dealing witih the number of steps required to sulve
a problem is most importart from the standpoirt of the psychological
analysis. This factor also seems most promising for future developments
of the models presented in this paper. We turn now to the—épp;opriate
formal definitions. As has already beeﬁ emphasized, we feel that the
greatest possibilities for subsequent theoretical analysis lie in this
direction. What we report here is only the result of our first relatively
crude‘analysis,.and we are already heavily engaged in the process of
deepening this analysis, particularly by breaking'up the single variable
of number of steps into scveral components. Some preliminary results are

repcrted at the end of the paper.

s e e o
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The steps postulated have been broken up into three classes: those
required to transform the problem into canonicel form, those correspouding
to the number of operations performed, and those corresponding to the

number of digits that must be held in memory. We refer to these three

classes as the transformation, operation, and gggggx;classes. As will
be seen, there is a quite high corrélation'in most problenms betwéen the
nwibes of opecatiqn steps and the number of memory steps. An essential
pcint for later work is to make these two processes ﬁore ofthogonal in
operatioral characterization. Another assumption thgt is surely too simple
is reflected in the assignment of the same weight to addition and subtrac;
tion, in the analysis of operation steps. ‘Other unrealistic simplifications
have been made, but the general definitions required to characterize the
number of steps required for solution are still relatively complex, and
we think they constitute a reasonable feginning.

For simplicity we first consider just the transformation steps that

convert any problem into canoniczal form. Bv canonical form we mean the
#‘ (7

equational form in which the blank or unknown stards by itself as the only
terﬁ to the right of the equal sign. Thus for numbers m, n and p,
regardless of whether the numbers are one digit or two diéit; we have
(i) m+n=_ is élready in canonical form,
(ii) m + — =7 is transformed to . =p-m,
which is transformed to p -m= __, réqniring two steps,
(iii) _ +n=p is identical to (ii)

(iv) m - = p is transformed to m-p=__, requiring one step,

————
«

and finally
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(v} _ -n=p is transformed to n +p=__, also requiring
one step. The fact that m + __ = p requires one more transformation
than m - __ = p agrees with the intuition that (i1) is really more
difficult then (iv). We make explicit the number T of transformations
in the following definitions that ‘formalize (i) - (v).

Tfm+n=_)=0
T(m+__=p) =2
=) -
)
p) =1
Tfm+n=p+ _)=1
Tfm+n=__ +p)=1
The last two equations cover two additional cases that arise in the data
we analyze. |

Turning now to.the operation and memory stebs, we need tc meke
explicit the number of digits involved, so we always use initial letvers
of the alphabet for single digits. Also, because we postulate that the
operation and memory steps enter only after the transformation to
canonical form has taken place, we may simplify the notation,vwriting,
for exesmple, O(ab + cd) or M(eb + cdj for the number of operation
or memory steps respectively. For examp;e,

o(5 +0) =0

o5 +4) =1
because we postuiate no operation is required for handling zero.

0(15 + 12) = 2

‘because one operation is 5 + 2 and the second is 1 + 1. On the other
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hand, in the form ab + cd, when b + d > 9, there are three operations. 7

For example,

0(25 + 47) = 3 ,
because one operation is 5 + 7; the second is the partial snim 1 + 2 B
. using the 1 that is "carried"; and the third is 3 + 4, the partial sum
plus L4, the other tens' digit.
Y In the case of memory,

M(15 +12) =1,
because only 7, the sum of 5 and 2, must be held in memory while the
tens are added and the correct tens' digit response is rade (the proplem |
format required input of the tens' digit before the ones' digit). On the
L other hand,

M(25 + 47) = 3
because (i) tne 2 of 12, the sum of' 7 and 5, must be held in memory
for the ones' response, (ii) the 1 which is carried té the tens' place
m:st be held, and (iii) “he parfial sum 1 + 2 must be held while it is
added to 4. The definition for the more complicated format ab + cd - ef
is given recursively in terms of ab + cd, and thus does not need a
separate treatment. Fo;mally the definitions of the number of operation

and memory steps are as follows:

C if a=0 or b=20
K O('a-"'b).:( :
1 if a£0&b #0
L
f
ofb +d) if b +4<9
O(ab + d) = «
: Ob+d)+1 if b+4a>9

- o e g B T P A N St et ARy Bk 54 W R By A Weg b A STl < s o P




Idb¥@+1 if b+d4<9

O(ab + ed) .
ob +d) +2 if b +a>9

b>c
p@-c)+1ifb<c

]

1 if d=0
2 if »>4>0

3 if b<ad

\

b +:g <9

b+ec>9

b+d<9
M(ab + cd)

M(ab - ¢) =

M(ab - cd) =

'If ab + ¢cd = gh then

O(ab + cd -~ ef) = 0(ab + cd) + C(gh - ef)

L7 .
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and
M(ab + cd - ef) = M(ab + cd) + M(gh - ef) + 1 .
The additional step in the case of M(ab + cd - ef) comes in from having
to remember a +c, or a +c + 1, as the case may be, which is not part
of M(ab + ¢d) or M(gh - ef).
Similarly, if ab + ¢ =<fg ‘then
o(ab + ¢ - de) = O(sb + ¢)-+ O(fg - de):

and

M{ab + ¢ - 6e) = M(ab + ¢) + M(fg - de) .
A cerresponding definition holds for ab + cd - e.
In evaluating problem étructure, we determine the total number of
transformation, operation, and memory steps. Thus, for exampie, |
25 + 26 = 18 + __

has the maximum number of 14 stens, because

T(25 +26 = 18.+ _) =1
o(25 + 26 - 18) =6
M(25 + 26 - 18) =7,
and on the other hand the prcblem
54+0=__

has the minimum of O steﬁs. Of course, some students will solve many
individual problems by a shorter method, and the present approach to
counting steps does not incorporate any such special methods. This again
is a matter for subsequent investigetion.

In the analyses reported in this paper we have entered the total
numbef N of steps aé a8 single variable for most of the results reported,
but in one case we have broken the steps up into classes, and further

intensive work in this direction is currently underway. In the linear-

regression models used for this purpose, we replace oN by oiT + aéO + a?M .

17
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3f Method.

The data regorted and amnalyzed in this paper were colléctec'as'aﬁ
integral pert of a full acédemicpyear, operationel program :n Qomyuter-
assisted mathemetics instruction. For this reeson we shall
some detail this program.

Subjects. The epproximately 270 subjects in this pirnject consisted
of the entire populstion of grades three, fou:, five, and six in the Grant
Elementary Scbool,.except for those in the handicagpe& classes.

The crildren came from a riddle-class, suburban community. All
childrer. lived within walkiug distance of the schaol.

Although there'was some fluccuation in étﬁeanﬂcé figures durilng

the year, school records show the follcwing population figures at year's

end. There were 32 boys and 30 girls ip gr=:z three, 41 boys and 35 girls

in grade four, and 44 boys and 26 girls in grade five., The meen I.Q. of
the fifth-grade group was 1i4., ‘he range 72-145. Grade six had 35 boys
and 27 girls. Mean I.Q. of the éixthwgrade cless wes 117, raﬁge 88-156.
There were no data on I.Q. scores for either grads three or grade four.
Equipment. The student terminals used in tiils project were commer-
clally available teletype machines, connécted by private, high-speed,
phone lines to the Instituté}s computer at Stanford. A large book cluset,
which opened into the c;assroom, was modified by adding & vei.tilation
fan, light, and é’ ~trical cutlet. This ﬁrovided priveaecy for tpe user
and insulated the rest of the class from the operational noise of the
teletype.
The control functions for the entire system were handled by a medium-

sized computer. The PDP-1 has a 16,000 word core, and a 4,000 word core

13
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which can be interchanged with any of 32 bands of & megaétic drum. All
input-output devices are processed through a time-slaring system. Two
high-speed data channels‘permit simultaneous computaticn and servicing\

of peripheral devices. Additional backup in compuiatiional power, add’ tivngl
storage, and increased input-ou@put speed are obteined through connections
to disk storage of a larger computer (IBM 7090) located st the Stanford
Computation Center.

Respense time was measured from the instant (uearest .00l cec.) the
type wheel was in position at the response area (o: answer blank). *hen
the student depressed one .f the keys cn the teletype's kevboard, a.signél
was sont to e cémputer. The character wés recognized by the computer
“f approximately one millisecond (.00l sgc.) after being initiat~d by the

student. A reading was taken from a r-.l-time clock, internal to the
>,; ccaputer, and this information comparéd to the time regd when the type
wheel was positioned. Under optimal conditions latency meagurements
could be rade with an aécureéy of from two to three milliseconds. How-
ever, as mentioned above, the sysiem wés operating under a time-sharing
arrahgement. This redgced the leel of accuracy of latency measure to
about one-tenth of a second. Conversign from readings in thousandths to
the nearest tenth was made by division and truncation.

Curriculum Materials. Dailly lessons were prepared and'arganized by

concepts or topics into blocks or units. The concept blecks were arranged
sequentially corresponding approximately to the order of topics in the

textbook series, Sets and Mumbers, written by the first author of this

paper. The length of time needed to complete a concept block varied

Bt from three to twelve days, when a single lesson was taken each day. The

19




curriculum 6bjective of the dally lessons was to provide an crzenized
prcgrem of review, maintenance and drill on busic skills and concepts of
eiemeniary mathemetics, particularly arithmetic. Initial instruction in
8ll concepts was given initielly by the teacher, and consequently the
drill-and.practice work at computer terminals did not include & detelled
intrcduction to the concepts. |

Teachers involved in the project were free, subject to certain -
constyaints, to select any of the prepared blocks in Qrder to zorrelate
the drill-and-practice work with their daily instruction. Hendbooks were
Purnished ﬁhich degcribed avaiisble concept blocks in detall. Also
included in the kendbooks were reprints of évery lessén. Table 1 desqriba§

the concept blocks prepared and planned for euch grade level.

------------ o WD aB 40 b aB N GB P WS B GR a8

Insert Table 1 about here

Esch concept blcck was orgahized in the manner shown didgrammaticalxy

by Figure l. ﬁessans were prepared at each of five levels of difficulty
within each concept block. Among factors which determined intuitive
estimates of relative difficulty are those discussed in this paper.
They, and the exercises refiscting them, were chosen intuitively on the
basis of teaching experlence and previous project experience gained from
preparation and testing.of the textbook‘series cited above. Each class
was restricted to a single concept block at a time. 6n the first day
of & new block, every member of a cless waé gi?en_the sgﬁé lesson. This
lesson was of averasge difficuity (level 3). Those students who scored

between 60% and 79% were glven a level-three lesson the following deys;

20
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those who scored above 7Y% were given a lesson on the nex
(level 4); those who failed to score at least 60% vere given a simpler
lesson on a lower level (level 2;). This procedure was followed through-
out a concept block, that is, a score of above 79% branched a student up
one level each day, while a score of below 60% branched a student down
or;e level each day, but of course a student could not move up beyond
level 5 or down below level 1. Thus, by day three, a student could have’
been at aay one of five levels , with a different lesson at each levé;L.
Tt was intended that approximately 90% of the students would cliternate
between leveis two, three, and four, and that those remeaining on any
level would be nearly ihomogeneous.
acter, and level 5 was. ordinarily mesant tc be difficult. Drills on éll
levels increased romewhat in difficﬁlty from day to day within a block
as successively more advanced aspects of each topic were reviewed.

Program Logic. Under computer control each problem was completely

typed out, including a blank for the response. The type wheel of tﬁe
teletype was then positioﬂad at the blank so that the response would be
properly placed. A correct respouse was reinforced by the appearance

of the next exercise. ' When an incorre'ct tirst response weas made, the
word "wrong" was typed cut and the exercise ltself was retypeci. A second

error on the same exercise was followed by the message "wrcng, the answer

is ", with the correct answer being displayed. The exercise itself

vas then retyped once more to allow for a correction response. An error

21
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on the gorrection response caused tﬁe correct answ;rer to be given again,
but whether the third response was éo.rrect or incorrect, the next exercise
was presented.

If a response was not given within a predetermined interval of time,

usually ten seconds, the machine response followed the above pattern except

that the words "time is up” were substituted for the word "wrong" at each

step described sbove. A flow chart of the program logic is given in

Figure 2.

Insert Figure 2 about here

Procedure. The two classes in each of grades four, fi\fe, and six
began in October, 1965 ‘sharing one teletype between them., One class was
scheduled t¢ run in the morning, the other in the afternoon. However,
this proved to be an unworkable errangement. Begl: m ng with the third
week, the classes worked on the teletype on alternate days. The machines’
were operated daily beitween the hours of 8:30 A.M. and 3:00 B,M.

Ir late Februsry, 1966, the twc third-grade classes began daily lessons
with the additio-n of two more teletypes, which brought the total number of
rachines in operation on a daily basis to five., In early Apz_'il_, 1966, the
last three machines were put in operation, bringing the total number of |
teletypes to eight. Each class in grades three, five, and six had its
own teletype. Orade four had Leen divided into three classes to alleviate
an overcrowded situation. One of the fourth-grade c¢lasses had its own
machiné , the other two classes shared the reinairiing teletype.

The students took their lessons one at a time on each machine in the

order prescribed by their teacher. The program began by asking the student
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to type' nis name. When the name had been correct.‘-&y input, the lesson

began as described ahove in the section on program logic, If a student

"failed to spell his name correctly, or gave s fictitious neme (such as

Mua_n_), the program asked him to try again, An individual history wss
kept in computer memory for ear':h student. When a student's name wés inpu‘_b
correctly, the proper lesson was selected, based on the breanching ériterié.,
and presented asutomatically. Students were free to sign on at any one of
the machines in the school at any time during the day.. It was &ls0 possible
to take more than one lesson a day.

Lessons were designgd to take from four to six minutes each, with
an average of about five minutes, to allow eaéh student in a class to take
one lesson each day. The usual nunber of prqblems per lesson was'twénty.

T X VO Sy
£ the stu

% WA -

2S50i, & sSWhnnaly O
print-out of a lesson taken by a fifth-gfa_de student, Mike.O'Delll s 18
given in Table 2. The numbers given in the summary for correct, wrong,

and time-outs are for first response only, The numbers following the

L A X X T T X T 3 1T ¥ ¥ T L X2 X 2 ¥ X ¥ % X ¥ J

Insert Table 2 about here

D G2 D IS5 e O e B G WS G AP U N T G S SD G 4B UB OB W

word"wrong" are problem numbers. As shown, Mike had 81% correct in this
concept block, 59% corract to date for the whole school year, which begar
October 18 on £he teletype. The time given in hours, minutes, and seco:
is the total time Mike had spent on all teletype 1essoﬁs to date.

The students were not allowed to use pericil or paper when working

- on the teletype. Each exercise was worked on the machine so that all

responses could be recorded and litencies measured. The response mode

23
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Table 2. Sample print out of a fifth-grade student.

i
| © PLEASE TYPE YOUR NANT

HINE QBELL

SRILL NUWEER 307013

Q2+ 63) /T m (&7 13 ¢ C63 ¢ 2D

4 -3 38 M
WnOKS - ==

48 - 38 = 38 - _4.
WRONG, ANSVER 23726

48 - 2838 - 28

.16

AX T+ 13) m (AKX 2D ¢ CAX 43D
€33 = 20) - 11 » 53 = (20 ¢ L)

@8 - !03 s (76 - 26) ¢ _‘!@,

e 0018 0 €224 TR 418

S1 X €36 X 18) » < 3% X 36) X 18

17 X Cia o 5@ @ 337 X 143 4 €17 X M
362 ¢ 943 = 943 ¢ _368

3o XT0 (I XDeCE_XD
(90 7 100 7/ 3w 3 7 €10 X 3>

R/ /ae187C2. 88

€SA * 18) 7 6= (347 &) » (18 /7 D
TiNE 13°UP ) e

€I 18) 7 6a (347 &> ¢ (1T /7 L)
60z C19 2 1) > (60 - 1D 2
7K C43 B 11) = TR X430 X 4L

€3 71D 6887 1D s * 77

€62 775 ¢ €95/ T2 » C_43-¢ 38> 7 7

DID 67 BRILL MUNGER 509013

13 NAY 1986
4 PREBLEAS

NUNSKE PERCENT
coamect T 13 @
ol e 18
TINT QUTS 1 3
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8
16
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4 NDURS,. 45 MINUTESs S% SSCONDS overaLL

SIBSYR NIKK,

A I AR Y b et L R AL AR, AN




B N i et NI

was limited to either numerical answers or sim;;le single-letter answars
for muliiple-choice problems,

Initia. ins‘?c.ructioa.on the teletype and progrem operation consigted
of expiaining to eaé’n cl.ass the general procedure of taki.i;g turns on the
machine, and of showing that only the answer need be input on the keyboai'd.
\The program logic was also explaine'd. Staff members nelped each student
find the letters to *Eype his name for the first two or three lessons.,
Students had litt;Le trouble learning how to type their names or answer
the questions.,

Following the summary end "goodbye"™ message the student was told
"please tear off §n dotted iine". A dotted line was printed, and the
student then tore off his print-cut and took it with him as a permanent

record of his work.

4., Results.

To begin with, it must bé ‘emphésized that we have not attempted a
detailed model-theoretic ‘analysis of data from all the conce'pt? blocks
listed in Table 1. We have selected five topics on which we had ccnsid-
erable data and which were sufficiently simple to provide a good starting
point, The first analysis. deals with fourth-grade and fifth-grade per-
formence on addition; the data are drawn from blocks 1 and 3 of gz"ade
four and block 1 of grade five listed in Table 1. The second analysis
is concerned with subtractio:i at the same gradé levels; the data are
dran‘m from block 2 for each grade. The tﬁird' anelysis looks at fourth-

grede multiplication data, drewn from block 5. The fourth analysis deals

with a relatively-controlied experiment on the multiplication tables for

A
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grades 3-6; the data are drawn from blocks 37, 33, 31, and éB, respectively,
for each of grades 3-6. The finel analyeis returns to the data of toe ;
:first analysis and looks at the results of breaking up the regression
analysis of the number of steps into several variables, as indicated in

the theoretical discussion.

As remerked esvrlier, for each set of problems examnined success-latency
and error probability have been treated as separate dependent variables.
Separate regression coefficients were obtained from the same independent
variahles to pfedict latency and error probability. This 1is Justifiable
by the intuitive assumption that success-latency and error probebility are
different measures of common underlying proeeeses, and is Justified empir-
ically by our finding that the correlation between the two dependent
verisbles was consistently greater than 0.7 for the data we have collected.

To minimize the effects of subject verisbles such as I.Q., the
problems and data were usually treeted'separately by'grade, concept block
end level, as is made explicit in the tables given below; It is assumed
that children working within a given branching level form a more homogeneous

group of subjects than children working on different level problems. We

were unsble tn analyze data from some of the levels availebie pecauge too

few children entered those branches.

The first step in analysis was to obtain regression coefficients for
each grade and level for the two dependent veriables. A stepwise, multiple
linear-regression analysis progrem, BIMD 023, adapted for Stanford‘Uni-
versity s IBM 709G computer, was used to obtain regression coefficients,
multiple ccrrelation R -apd Ra. For & finer-grained snalysis of the

goodness of fit of tne success~latency predicted from the regression model

A
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and observed success-latency, & computer program was written to calculate
the predicted mean success-latency for sach probiea and to give as a

measure oo fit

N
z (obtained latency, - predicted 1atencyi)2

S2 - i=1

N - k

where N is the rumber of problems for which the latency was prediceed

and | k is the number of estimated parémeters. 'Similarly,‘ for a finer

analysis of the goodness of fit of the regressior model to The error data,
e program was written to calculate the predicted proportion of errors for
each problem i from the obtained regression coeffi'cients' and to give as

a measure of fit X?_ s wWhere

-
2 (£; - 23M)
i pi(l_- - pi)N

observed frequercy of correct responses,
Py predicted probability of a correct response,

N number of students. -

Addition-~grades four and five. The three independeﬁt variables used

in the regression analyses for addition were the varisble NSTEPS, which
:vas‘ described in detail earlier, and the two magnitude variables, magnitude
of sum (MAGSUM) and magnitude of the smallest addend (MAGSMALL). It is
ob.ious that the value of MAGSUM and MAGSMALL is independent of whether

the problem for the student was to find the missing sum or a missing
26




addend. For example, in the three related:problems T+ 9 = __s

T+ __ =16 and __ + 9= 16, MAGSUM = 16 and' MAGSMALL = T.
The coefficients obtained for the regression equations are

shown in Table 3, This tsble indicates the level of problems.ana-

lyzed, (Level), the number of chiliren who worked on the problems

Insert Tgble 3 sbout here
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in that level, (Subjects)a,'the number of ¢ifferent problems ana-
1yzed, (Problems)3, tﬂe regression conétant and the regresesion
coefficients for tﬁe three independent variébles. Thé absence of
a value of & given coefficient indicates that the variable it applies
to made no significant contribution to the regression equation, and
the computer program therefore did not.use that variable:in obtalning .
a regression line., In reading tpe rzgression table it shoulq be
remembered that the transformétion described previousli'was appiied
to the observed proportion of efrors, and therefore when obtaining
a prediction from the cqefficients for proportion of errors, the
numbers zs calculated from the ccefficients must be trénéfofhed
to obtain the predicted proﬁortion of efrors.

.It is clear from scanning the coeffiéients in Table 3 that NSTEPS

is the most important of the three variebles in predicting both errors

and success-latencies. A rough indication .of the goodaess of fit of the

regression lines is reflected by the multiple-correlation coefficient R
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Table 3 -

Linear-regression coefficients for fourth- and fifth-grade addition

Grade 4 Addition, Set 1, Proportion of Errors
level Subjects Frobiems ' Constant NSTEPS MAGSUM MAGSMALL
6 19 "2.73 Ool6 0009 "'0003

21 38 -2.65 0.16  0.05 -0.C3

2l 38 S1hk 0.2k -0.01 0.05
9 19 ~3.Th 0.08 0.03 _o0.09

cooo

'F"fn\nc\
O O\O\N M

Grade 4 _ Addition, Set 1, Success Latency
Subjeets Protlems Constant NSTEPS MAGSUM . MAGSMALL

6 19 0.2k 0,18  0.14 -0.07
21 38 -0.76 0.47 0.13 -0,09
2l 38 2.32 0.5 =0.02 . 0.07

9 19 2.19 0.17 0.00 0.00

Grade 4 Addition, Set 2, Proportion »f Errors
Subjects Problems C(onstant KSTEPS MAGSUM MAGSMALL

7 57 -1.69 0,17 0.82 -0.02
41 %5 -0.73 0.21 -0.01 -0.01
34 76 -1.60 0.20 0.00 0.01

Grade 4 Addition, Set 2, Success 'Latencjr
Ievel Subjects Problems Ccnstant NSTEPS MAGSUM MAGSMALL

2 7 57 0.9 0.56  0.06 -0.09
3 51 %5 1.77 0.73 0.01 -0.06
L 3k 76 1.55 0.47 0.0l 0.02

Grade § Addition, Proportion of Errcrs
Level Subjects Problems Constant NSTEPS MAGSUM MAGSMALL

3 and 4 .
combined 2 57 . 0,10 0.03 0.03

Grade 5 Addition, Success Latency
Level Subjects Problems Constant NSTEPS MAGSUM MAGSMALL

3 and &4 ,
combined 12 - 57 -2.22 W7 0.09. 0.07




and its square (R2) which is an estimate of ‘the aﬁount of variance
accounted for by the regression model., In only one case is less thaﬁ

40% of the success-latency variance accounted for by tie model. When one
takes into account that the two magnitude variavbles account for a
relatively small amount orf the varjence, and that in setting up thé variable
NSTEPS we have combined several potentially powerful and probably inde-
pendent variables, the results are encouraging.

Tables 4-10 present the X2 and individual contributions of the
problems to X? when the seven sets of cuefficients for response errors
given in Table 3 were used to predict the properiions of errors. Included
in these %ables are'the rank order of dbsezvea problem diffically, the
observed proportion of students meking errors, (Observed (1 - pi)); the

proportion of errors predicted from the linear-regression model, (Predicted

(1 - pi)); and the actual component of the x2 contributed by ‘the problem.

Table 11 presents the same analysis for fifth-grade addition. Unfortu-

nately the data on addition for the fifth-grade children gre rather sparse,

Insert Table 11 about here
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Tne fifth graders were presented with a concept bilock on additiop during

the first week of operation of the computer-based system., Technical

difficulties and initial studernt unfamiliarity with the teletypes caused’

us to lose a good part of the data we had hoped to collect.




Table 4 .
Predicted and observed proportions of errors and success-latency in
fourth-grade addition, conceptblock 1, level 2

Observed Predicted Observed Predicted o
Rank  Equations (1~ pi) (1 - Pi) “atency  Latency X"

—

Mo+ = 0.08 0.21 2.40 2.65 0.61
24+ 3= .17 0.4h 4.50 k.05 1.7
0.17 0.22 4.70 © 346 0.10
0.17 0.26 3.00 2.78 0.28
0.17 0.30 3.00 3.73 0.49
0.33 0.50 3.70 .26 0.71
0.33  0.30 2,50 2,92 0.02
0.33 0.31 2.40 3.00 0.02
0.50 0.69 15.50 3.98 0.98
0.50 . 0.2 %.80 3.90 0.17
.50 0.43 3.80 3.33 0.i2
0.50 0.57 3.30 3.47 0.12
0.50 0.67 4 .80 b .46 0.80
0.67 0.53 4.90 k.21 0.45
0.67 2.k5 3.70 3.96 1.16
Q.67 0.81 .30 .82 0.76
0.83 0.40. 2.90 3.27 .72
0.83 o.46 3.30 L.01 3.32
0.83 0.59 3.00 4.26 1.43

g
3
4
>
6
7
8
9

el T T R B
oAVl F w = O

L]

X = 18.03 (19 items) Xe(items < 16) = 18.03 (19 items) 2 = 0.65
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Table 5

Predicted and observed proportions of errors and success-latency in

fourth-grade addition, concept block 1, level 3

Observed Predicted Observed Predicted
Rank Equations (1 - 1) (1 - p4) Latency Lutency

26 + __ =29 0.02 0.28 3.40 5.16
22 + =2k 0.02 0.18 2.90 }.58
24 +0=_ 0.02 0.0k - 2.10 2.4k1
26 + 0 = 0.02 0.05 2.30 2.67
36 +0 = 0.03 0.16 2.30 3.99
31 +0 = 0.03 0.09 2.00 °  3.33
37 - 0.03 0.10 - 2.80 . 3.58
40 0.03 0.05 2.50 2.51
26 0.0k 0.11 3.40 3.66
37 0.06 - 0.20 3.60 4.65
0.08 0.23 #.89
0.08 0.07 ' 3.13
0.08 0.19 4,63
0.11 . - 0.23 . 4.8
0.11 0.13 . 3.92
0.13 0.06
0.13 0.22
0.17 0.37 -
0.17 0.08
0.17 0.45
0.28 0.15
0.29 0.12°
0.29 0.17
.33 0.18
0.33 0.36
0.33 0.15
0.33 c.13
0.39 0.43
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Renk Equations

29 ¥+ __ =39
30 __+1=32
31 26 +3=__
¥ __+5=30
33 __+6=239
3w +6=28
35 __+9=30
36 ____+6=27
3T __+5=37
38 __+L4=4ko

- 233.91 (38 items)

Table 5 (continued)

Observed
(- py)
0.54
0.4k
0.46
0.54
0.56
" 0.58
0.63
0.67
0.67
0.83

Predicted Observed Predicted

(1 - py)

0.14
0.31
0.11
0.35
0.42
0.16
0.29
0.14
0.38

0067 .

Latency

5.20
6.30
.50
5.70
6.10
5.90
'5.40
5.50
7.20
8.10

Latency

.00
5.26
3.75
5.59
5.75
4.30
5.2k
417
5.58
6.99

X2

1k, 57
1.5
27.76
3.77
1.31
3L.77
13.19
52.85

6.20.

2.27

Xe(items < 10) = 83.78 (33 items) 82 = 1.25




Tible 6

Predicted and observed proportions of errors snd success-latency in

fourth-grade eddition, conceptblock 1, level 4

Observed Predicted Observed Fredicted 2
Equations (1 - P; ) (1- pi) Latency  lLatency X
0+29 =0+ __ 0.01 0.03 . 2.0 . . 2.23 0.k0
1+38=_+0 0.05 .13 3.20 3.72 0.69
1+2] =0+ __ 0.06 .16 2.60  3.97 2.8
2+36 =0+ __ 0.09 .13 3.80 3.74 0.16
O+3% =0+ __ 0.09 .03 3.40 2.12 1.45
3+26=C+ 0.14 A6 3.70  ° 3.% 0.08
1+25=__+0 0.7 16 2.9 k.02 0.00
h+27 =2+ 0.27 7.30  6.33 8.30
3B+3=__+29 0.27 5.70 6.86  17.51
.12+10=__+0  -0.28 | © L.50 5,11 2.53
10+ 16 =6 + __ 0.39 ‘ 3.9 5.00 0.04
27+2 =10+ _  0.39 5.0 5.78 9.75
T+18=0+_  0.39 450  5.19  0.0%
9+ 28 =7+ __ C.46 - 6.50 . 6.53 5.91
10+29=8+__ . 0.6 5.00 5.1 0.26
11+12=__ +1 0.53 5.80 5.87 0.15
2h +3 =5+ __ 0.58 5.00 535 2.37
17+5=__+1 0.58 - 6.20 5.02_ 5 .0l
9+ 1 = __ +2 9.58 7.50 6.51 3.11
9+18=__ +5 | | 7.40 6.63 4.68.
W +5 =11 + __ 5.90 5.78 0.11
2+ 7 =__+1h . 7.60 6.15 0.19
T+22=6+__ . 6.00 - 5.50 . 5.37
11 4+28 =8+ __ . 6.00 5.98 0.19
27 + T = __+ 20 T 6.b0 . 6.03 0.19
1IT+22=5+ 7.00 . 5.78 0.90
B +3=__+12 . -—- e 1.62
30+2=__+5 . 4,60 . 5 T4 1.54
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Table 6 (continued)
Obhserved FPredicted Observed Predicted 5
Rank Equations (1- pi) (1 - pi) Latency Jatency X
29 23+2=__+38 €.75 0.83 7.00 6.88 1.46
30 B +h=11+__ 075 0.61 5.70 5. 9% 2.90
4 3. 19+8=__+6 0.7Y 0.78 6.40 6.70 0.25
32 32+5=_4+9 0,91 0.72 --- . 1.91
33 22+7=__ +15 0.1 0,85 6.10 7.13 0.26
- 3% 22+12=16+__ 0.9 0.9 8.10 8.09 0.39
’ 35 12 + 22 = __ + 6 0.9 0.85 ——— ——— 0.3!%
: 36 3B+1l=T7+__ 0.91 0.6 7.50 6.19 3.49
‘ 37 L +10=9+ 0.92 0.84 6.30 6.97 1.43
38 29+3=__ +17 0.96 0.93 - .- 0.13
R 2 . 2,. ) 2 ,
X =87.9% (38 items) X“(itens < 10) =70.43 (37 items) 8% =0.73




Table 7
Predicted and cbserved proportions of errors and success-latency in
fourth-grade addition, concept block 1, levzl §

Observed Predicted Obsérved Fredicted
Eguations _ (1 - pi) (1 - pi) Latency Lateacy

(20+ 1) + 8 =2k + __ 0.1 0.32 2.0 3.68
(22+0)+ 1 =__ +26 .11 0.29 1.80 3.51
(b +16) + 8 =__ +22 0.11 0.30 .3.00 h.17
(23+0)+5=__+0 0.11 0.17 - 3.00 2.85
(2+26)+8=_4+10 0.11 0.32 5.70 k.01
(114 0) + 11 =_ + 18 0.11 0.32  2.10 3.84
(14 +3)+4 =20+ 0.2 0.2 250 k.01
(L2+7)+9=27+ __ 0.22 0.19 4.00 L ,17

(W +12)+2=__+56 0.33 ° 031 . h4jg0 3.8
(26+0)+0=__+11 0.33 0.16 %50 2.85
(1B+4)+7=__+0 G.33 0.37 3.0 . 3.68
(10 + 2) + 9 __+8 0.33 0.30 k.70 h.17
(0.+16)+ 6=__+0 0.33 0.18 3.10 . 3.8
B+9)+8=24+__ 0.33 0.35 5.00 L.17
(15 + 6) + 4 = _ + 18- ok  0.35 Yo | 4 .50
(10+0)+18=__+11 ~  0.56 0,27 3.00 3.35
(17+10)+1=__+12  0.56 0.35 L.10 3.84
(s +2)+ 11 =__ +18 0.67 043 5.50 .34
(s +11) +2 =18 + _ 0.78 - 0.43 4.50

X =2h,69 (19 items) Xe(items < 19) = 24.69 (19 items)
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Equations
¥+ __ =33
3%+ __ =37
3T +0 = __
39 +0=__
33+ __ =36
B+ _ =35
¥+ ___ =3
K7 +o. =47
bl + 7 =
43 + =143
b2 +  =he
47 + 0= __
45 + 0 = __
k3 + =,
45 + =46
33+ ___ =34
B+2=__
39+ __=ko
3R+ 3= __
Wy 4+ 1=
b7 + 3=
b3+ =Lk6
__+1l=U7
__+0=14k
45 + =19
41 + =145
__+0=47
k9‘+ 1=

Cbserved
(1 - p4)
07
07
.07
.07
07
.07
.07
.07

7
V]

07
O7
07
.08
.08
.08
J1b
1k
.1k
.1k
.14
.1k
L1k
.14
A7
17
A7
A7
A7

O O O O O O O OO O O O ocCc OO O O o O O o 0o o o o o o

Predicted Gbserved'
(1 - pi)  Latency

Table 8

0.15
0.16
0.12
0.13
0.16

0.15

0.14
0.15
v.26
0.15
0.15
0.18
0.16
0.16
0.16
0.15
G.39
.28
0.18
0.29
0.50
0.17
0.49
0.29
0.18
0.18
0.32
0.43

2.50
2.80
3.20
£.80
4,00
2.10

2.70

1.80
4.90
1.90
1.00
3.20
3.00
2.90
2.80
2.40
.90
2.40
4,30
2.50
3.60
2.30
4.70
2.90

3.50 -

3.90
3.50
3.80

Predicted .

Lateucy

3.08
3.07
3.23
3.35
2.

3.03
3.2
2

3.05

Prgdicted and observed proportions of errors and'success~la$ency in

0.07

0.71 -

3.66
0.C4
3.36
0.42
0.01
0.00
0.63
1.71




Rank

29
3¢
31
32
33
34

35

36
37
38
39
40

41
42
43
ik
b5
16

. b7
48

k9
50
51
52
23
Sk

25

56 -
o1

Equations
__+0=3k
31 +7 = ___
35+ __ =39
b1 + 4 =
—+2=50
b3 +6 = __
b3 +2 =
___+l=1#5
Yh + 5=
b2 +3 = __
o +0 = __
3L+ _ =40
__+2= 36
s+ k4 =
)+3+___= LY
W3 +7 = __
b2 + =45
bl +9 =
__+3 =50
R
i + =50
32+ __ =33
3R+T=__
__+3=31
__+h =46
L2 +7T = __
__+8=75
__+6=148
Mo+ b=

- hy A
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Table 8 (continued)

Obsesved
(1~ p3)
0.29
0.29
0.29
0.29
0.29
0.29
0.33
0.33
0.23
0.33

0.33
0.43

0.43
0.43
0.43
0.43
0.50 -
0.57
0.57
0.57
0.67
0.71
0.71
0.71
0.71
0.83
0.83
0.83

0.92

Predicted
(1 - p4)
0.20
0.18
0.17
0.26
0.70
0.28
0.28
0.46
0.29
0.27
0.1k
0.36
0.35
0.30
0.18
0.46
0.17
0.4k
0.69
0.49
0.3%
0.15
0.19
0.35
0.4l
0.27
0.64
0.45
0,47

Crserved
Latency
2.00
'6.00
3.00
3.20

 6.40
5.60
6.40
7.50
7.40
5.80
4.60
5.00
6.60
3.40
4.00
4,40
4.80
3.90
5.70
6.40
6.10
2.60
3.80
9.40
7.40
6.00

. 7.30
9.40

Predicted
Latency
4.17
3.82.
3.19
4.51
T.24%
4.59
4.68
5.89
4.67
" 4.60
3.54
h.72
5.25
4.76
3.00
5.69
2.96
5. 52
7.16
5.97
k.23
3.08
3.89
5.23
5.70
.50
€.73
5.65

- e S

%2 = 97.02 (57 items)  X°(items < 10) = 66.3L (55 items)  &°
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X

0.37
0.56
0.66
0.02
5.56
0.00
0.09
0.41
0.05
'0.13
1.7%
0.16
0.22

0.55
3.07
0.03
4.70
0.51
0.43
0.18
2.88
17.77
12.9%
4.18
2.08
9.46
1.00
3.54
4.80

2.29
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Table O
Predicted and observed proportions of errors and success-1latency in

fourth-grade additon, concept block 3, level 3

Observed Fredicted Observed sredlcted

Renk  Bquations (1 - Pi) (1 - pi) Latency Latency

=

__+0 =69 0.01 0.05 3.30 3.78
6 +0 = __ 0.01 0.02 2.20 2,29
__+0=62 0.01 0.07 3.60 3.72
664+ =66 0,01 0.02 140, 1.3t
__+0=63 0.01 0.06 3.10 3.73
6+ =6 001 0.03 1.90 - 2.5
_+0=T0  0.01 0.05 2.90 3.78
39+ __=39  0.02 000 2,00  2.69
Wb+ __wb7 0,00 0.11 2.90 3.19
5144 = __  0.02 0.07 3.40 3.3
52+ w52  0.02 0.05 1.60 2.03
6L+ 4 = 0.02 0.05 3.30 © 351
_+l=¢6 0.02 0.15 4.30 5.12
37+ =37 0.0 011 2,10 . 2.79
3 +L=_ 0.0%4 0.1h 2,60 344
__+0=39 0.0% 0.13 3.60 3.54
49+ __ =49 0.04 0.06 2.20 2,18
__+0 =48 0.04 0.10 3.90 3.6
b8 + _ =50  u.Ok 0.20 3.20 b 43
5k + w57 0.05 0.06 4,00 2,68
5k + =58 0.05 0.06 3.00 2.68
56 + 1 = 0.05 0.07 . 3.10 3.5
51 + __ =51 0.0y 0.05 1.50 2.08
59+ =59  0.05 0,03 . 1.8 1.67
__+0 <60 0.05 0.07 k.00 3.70
5145 » 0.05 0,07 3.50 3.38
bL+ =6  0.05 0.0% 2.50 3.33
67 +3 = __ 05 0.1l 3.40 5 .06
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Table 9 (continued)

Observed Predicted Observed Predicted _
Rank  Bquations (1- pi) (1 - pi) Latency tatency . X

2g _+0=35 0.6 0.14 3.50 3.50 2.76
30 31+1-= 0.06 0.15 2 .40 342 3.16

31 6L + 7 = 0.0 -+ 0.0% 3.20 3.3 0.78.

32 ki+2=__ 0,08 0.11 £2.60 345
33 2 __+1=33 0.08 0.30 4.10 1.88
% 31+ _ =36  0.08 0.20 3.10 3.87
3% bes+ =k 008 0.2 2.30 3.28
36 434k o= 0.08 C.1% 4,90 %.09
37 52+ 2= 0.09 0.08 2.90.  3.54
38 _+1=61 = 0.10 0.13 . .10 ©  5.16
39 65+3 = 0.10 10.05 3.50 3.59

Lo 46+0=_ 0.11 0.0k 2,90 2.1k
"M 3e2=_ 012 - Ok 2.60 3.37
k2 3+ - k5 0.12 0.12 3.30 - 3.23
%3 48+ =49 0.2 0.09 270 . 2.9
M 6347 = _ 0.12 0.10 4,50 4.83
5 +1=69 012  0.12 5,60 5.7
46 __+0= 0.1k 0.10 3.60 3.62
b7 Sk + b .14 0.07 3.0 3.45
48 =57 0.07 3.30 2.85
49 0.12 3.20  --3:36
0.20 3.50 3.81
0.09 3.40
0.20 3.20
0.11 b 40
0.11 k.30
0.6~ 3.9
0.07
G.12 5.00
0.7 5.60

0.05
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Equationg

b1 + 8 =
1&2-!-__.'-':1!-7
A = 38
__”4-3-:69
_+2=0

]

o+ h = 50

o+ 5 =k

»

2 = 60"
+ 9 =50

—p

__.+6==38

Table 9 (continued}

Observed

118
W @l

0.18
0.18
0.20
0.20
0.20
0.20
0.21
0.23
0.23
0.24
0.24
C.24
0.26
0.26
0.27
0.27
0.28
0.28
0,28
0.28
0.28
0.30
0.31
0.32
0.32
0.33

0.33
0.36

0.38
0.36

Predicted
(1 - Pi)
0.05
0.08
,0.05
0.18
0.1
0.08
0.11
0.11
0.10
0.18
0.09
0.18

_0utn
0.27
0.07
0.14
0.13
0.2k
0.20
0.24
0.37
0.08
0.11
0.2k
0.12
0.21
0.38
0.20
5.32
0.3
C.2h

W T

Observed
Latency

2 hn
J."!’\I

440
4.70
2.90
2.70
3.60
k00
3.30
2.40
6.20

b0

3.80
2.70
5.70
1.50 °
5.30
5 .60
}.90
6.0C
€.50
6.00
k .60
3.20
4 .40
5.50
7.10
6.30
5.10
5.60 -
5 .40
6.20

Predicted
Latency

3.27
3.25
3.43
- 3.79
3.50
3.25
3.37
357
3.5k
5,00
3.36
L, 78
3.76
4.87
243
5.01
4.69
4.70
4,83
k.01
6.24
3.k
3.30
Iy 57
5.05
b9
6.30
C4.75
6.50
6.00
4,63

x?

c Qa
PR ]

3.27
2,62
0,13
475
10.73
1.9
6.58
12.52
0.40
6.51
1.43
6.1k
0.03
32,14
6.19
3.86
0.30
1.02
0.26
0.90
14 .97
24,15 .
1.70
15.62
1,54
0.60

6.70
0.17
0.38

6.2k
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'Table 9 {continued)
X Observéd ~ Predicted Observed TFredicted

- Rank Equaﬁions (1 - Pi) (1 - 'pi) Latency  Lateacy N

91 +3 =45 A 0.22 5.50 4,86 704
- %2 __+3=ko .47 0.46 €.00 6.28 C.02
S 9B _+5=h9 052 °  0.19 5.70 L78 L5 .M4L

- 3 g __+h=ls 0.52 0.21 6.0~ 4,80 3.8
. B __+h =6 055  0.3% 7.00 6.38 5 JTh

- & X~ = 391.87 (%5 items) xa(items < 10) = i56.75 (83 items) §% = 0.62




Teble 10
Predicted and observed proportions of errors and succgss-laxenéy in

fourth-grade addition, concept block 3, level 4

Observed Predicted Observed Fredicted

;;é Rank Equatione (1 - py) (1 - py) Latency  Latency vl
1 2+4=04+ 0.02 0.17 3.7 . 4.k 7.23
2 T+50=0+_ 0.02 0.12 3.20 3.80  3.68
3 0+4=0+_ 0.6 0.05 2.50 2.70 . 0.28
3 b l1+5%=__+0 0.07 0.17 3.00 b.2h  3.2h
5 56+ 1=5%+ 0.11 0.45 3.50 5.70  20.61
6 69+0=__+9 0.13 0.12° 3.20 ©  3.98 0.12
i 7T M+0=k54+_  0.15 0.16 2.90 - 412 012
8 4B+21=21+ __ 0.7 0.66 5.9 6.77  24.63

‘ 9 R +20=0+__ 0.21 0.17 520 k.20 0.4k
: 10 b+50=3+__ 0.23  0.25 k.50 4,76 - 0.16
11 63+b=T+ 0.26 0.37 5.30 5.4k 1.13

: 12 57 +0=__ +7 0.27 0.2 3.3 3.80 5.36

13 T+40=6+ __ 0.29 0.35 3.90 5.9 0.79

r W belb2=14 0.29 . ©  0.33 5.90 . 5.07 0.37

s 5 7T4+5h=1+ 0.30 0.57 5,60 6.23  6.85

3 16 52+10=__+11 0.30 0.50 5.30 5.96 3.50

17 W5 +12= _ +12 0.36 0.61 k.10 6.40 5.82

= 13 84+5Le54+ 0.36 0.36 4.60 5,3 0.00

19 23+30=__ +2 0.36 0.3k 6.20 5.19 0.0k

| 20 5+52 =3+ __ 0.36 0.35 4,20 5,27 0.01

i 21 22420=_ +10 0.40 0.3 - 5.0 5.20 0.22

g 22 9+k2=1+ __ 0.41 0.5 5.20 6.08  2.09

23 30 +26=10+ __ o.4h1 0.38 5.20 5.40. 0.17

2k b sBhs 42 0.4k 0.3 .  5.30 5.42 0.5k

25 1245 =__ 40 ok 0.26 6.3 490 3.8

N 26 67+1=_ +30. 0.4h 0.3 7.00°. 5.39 0.61

e 27 T+3=__ +2 0.4 0.5 7.10 . 5.9 2.80

2 =3+ 0.45 0.77 5.10" . 7.07 12.31

e

28 7 + 45

\
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42
43
Ly
45

7
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49
50
51

33

25
56
o7
58
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Equations

11 + 40 = 3 +
L7 + 8 =1+

50 + 15 = 45 + ___
3% +33=213 + _
24 + 22 + 20

]

P +22 =20+ __.

60+5=21+__
5+3 =__ +1h
29 + 30 = 13 + __
10 + 81 = __ + 7
22 + 31 = __ +20
51 4+ 13 = __ +41
33+35=__+13
48 + 10 = 23 + __
15+40=__ +7
sho+ b= +27
5+ 5 =__+3
50 +2 = __ +13
23 + 29 =8 + __
b2 +2=_ +9
42 + 15 = 32 + __
29 +26 = __ +5
8+ 3 =3+

]

51+ &=__+35

37 +15= 31 + ___

19+26=__ +3

'23+25=__+l)+

17 +37 =13 + __
Sh + 4 =23 +

29 + 39 = __ +2l

e mrn i . M e Y 8 S R PR s T A SRR
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Table 10 (continued)

Predicted

. Observed Predicted Observed
(L-p3) (1- pi) Latency Latency
0.46 0.57 5.70 6.12
., O.ub6 0.57 6.80 6.14
0.52 *  0.55 6.60 6.26
0.52 0.63 6.90 6.60
0.5k 0.52 7.40 5.93
0.55 0.53 R 6.05
57 0.37 6.90 5.43
.58 0.67 6.60 6.46
.59 0.51 5.60 5.98
59 0.59 5.50 5.20
58 0.53 6.90 6.04
61 0.63 - 6.80 6.52
61 0.63 6.50 5.58
6l - 0.49 5.70 5.90
64 0.59 6.10 - 6.26
Ol 0.%7 6.10 - 5.78
.55 0.58 7.20 5.27
.68 0.%5 5.30 5.65
.68 0.85 .60 7.65
0.59 0.56 7.60 5 .99
0.71 0.63 6.70 6.46
0.71 - 0.69 6.60 6.69
0.71 0.56 6.40 6.02
0.73 .0.49 6.90 5.88
0.7 0.80 7.10 7.32
0.73 0.67 T7.60 6.50
0.7% 0.61 7.60 €.31
0.75 0.80 6.10° 7.3L
0.77 0.47 6.80 5.7
0.78 0.83 8.10 759

X

1.20
2.24
0.05
1.20
0.08
0.02
3.77
1.67
0.60
0.00
0.6k
0.03
0.05
1.77
0.18
.ok
0.45
.66
.07
3.30
1.16

0.05

4,16
10.15
1.66
0.73

0 3.85

0.69

8.18

.38




Table 10 (contimed)

Observed Predicted Observed ' Predicted
Equations (1 - py) (1 - pj) Latency  lLatency X
‘59 21 + 47 = _ +16 0.78 0.6+ 7.k 6.65 1.97
60 39 +29 =13 + __ 0.78 0.81 7.40 7.5 0.12
61 25+39=_ +13 0.76 .  0.81 7.80 7.46
62 17 +2h =14+ 0.81 ©0.91 7.00 - 8.08
63 2% +27 = _ +16 0.82 0.91 8.50 8.27
6h 36+ 17T =86+ __ 0.82 0.85 8.00 7.66
65 16 +38=__+13 .82 0.80 ' 7.30 7.3
66 25+19= _ +17 0.83 0.91 6.90 . 8.18
61 29 +12=__ +5 0.83 0.8k 7.60 7.k2
68 28 +25=13+__ - 0.84 2.30 7.30 7.30
69 52+1=2++_ 0.8 0.67 8.50C 6.58
0 28+18=__ +21 0.85 0.81 7.80 7.30
7L 3L +24=__ +19 0.89 . 0.82 6.60 7.45
72 19+22=__ +4 0.90 9.84 7.90 7 .40
73 35 +20 =28+ 0.91 0. 74 7.80
™ 53+1=__ +16 c.91 - u.67 7.60
75 35+9=23+ __ 0.92 0.69 9.00 -
7C 1L +5.=9+ 0.96 0.71 7.10

e = 225.08 (76 items) Xz(items < 10) = 134.90 {70 items)




Table 11
Predicted and observed proportions of errcrs and ‘success~-latency in

fifth-grade addition, concept block 3, levels 3 and L .

s Observed Predicted Observed Predicted
Rank Equations (1 - pi) .(l - pi) Latency Latency e
i _+0=3 0.1k 0.07 2,90 . 1.29 049
2 32+ __ =33 0.1k 0.13 1.60 2.67 0.01
3 3/+__=37 . 0.1k 0.18 1.80 3.10 0.0
b 314 __ =10 0.3k c.36 370 k32 0 1.3
5 37+0=__ 0.1k 0.07 1.50 ° 1.09 0.7
6 39+ __ =40 0.14 0.25 0.60 - 3.77 0.3%4
7 39+40=_ 0.k 0.08 2,00 = 1.21  0.29
§ 32+3=_ 0.14 011 250 2.5 0.06
9 32+ __ =38 0.14 0.23 2.60 347 0.28
¥ . 10 3+__=36 0.1+ 0.8 1.20 3.08 . 0.0
g 11 3+ __=35 0.14 0.15 1.40 2,85 0.00
B 12 B+ __ =39 C.14 0.23 140 342 0,24
3 13 324+ __ =32 0.14 0.11 2.20 251 0.05
W 7+29=3+ _ 0dk. - 031 . k70 . k.gh 1.75
"] 15 32+46=__+36 0.1h 0.27 2.60 .13 1.17
16 3% +5=35+__ 0.1k 0.32 2.40 k.35 1.93
17 3B+h=__+0 0.14 0.16 3.90 2.96 0.03
18 33+ __ =3k " 0.7 0.1k 0.90 . 2.76 0.04
19 38+2=__ 0.17 0.22 3.3C 3.37 0.09
_ 20 3R+T=__ 0.17 0.18 3.90 2.69 0.01
- 1 3L +T=__ 0.17 0.17 3.20 2,60 0.00
: 22 __+3=31 " 0.7 0.16 . 5.10 2,7 0.01
e 23 3L+ 17 =Wk 4+ __ 0.20 0.54 .90 5.63 7.16
) 2h 15 +22 =__ + 3 0.21 0.32 .  5.00 4 57 0.68
N 3 S+bki=bos _ 0.27 okl 2,80 k58  1.22
M 26 2+46=__ +143 0.27 0.51 3.30 549 3.59
27 b +35 =4+ 0.29 0.32 3.3C . k.35 C.06

28 1+37T=2h+ __ 0.29 0.31 7.20 b.52 .03
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Equations
__+2=36
21 +25 = b3 4+
18 + 19 =10 + __
7+30=__+ 28
21 + 15 =15 + __
2+ 12 =+l
22 + 16 = _ +10
20 +19 =5+
26 + 11 =26 + ___
1l +26=__+7
28 + 21 =11 + _
1l +28=__ +3
3+#36=__ + 14
M +2=__ +13
26 + 23 =6+ __
9+29 =12 + __
20 + 28 = __ +18
10 + 39 =7 + __
7441 =13+
23 + 23 =13 + __
0+48=__+ 12
O+47 =12+
39+ 7 =12+ _
o+ 24 = +16
39+7T =9+ __
27 + 11 =25 + .
12 + 34 =+ 28
19+ 21 =38+ __
¥ 13 =29+

X = 64,90 57 items)

A i s ot bt b AN
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Teble 11 (continued)

Observed

(1-p.)

0.33
0.33
0.36
0.36
0.36
0.43
0.43
0.43
0.43
0.3
0.47
0.47
0.50
0.53
C.53
0.57
0.60
0.67
0.67
0.67
0.67
C0.67
0.67
0.71
0.73
0.79
0.93
0.93
0.97

Predicted Observed Predicted 5

(1 - pi) Latency Latency X
0.14 5.60 2.5% 1.92
0.5k 2,90 ' 5.85 2.71
0.54 €.40 . 5.99 1.81
0.46 . 5.70 5 45 0.63
0.54 3.10 5.78 1.01
0.31 7.10 k.55 0.88
0.4k 6.20 5 o1k 0.01
0.38 4 .20 4.89 0,13
0,50 3.80 5.59 0.25
0.38 5 .60 4.85 0.17
o.72' 7.70 6.67 b7
0.35 5.30 4.75 0.87
0.35 7.70 L.75 1.35
0.53 5 .80 5 .58 0.00
0.60 5,10 5,85 0.25
0.5k 6.00 6.01 0.05
0.75 6.70 © 6,59 1.78
0.56 '6.20 5 .45 0.75
0.59 7 .00 5.83 0.35
0.70 5.30 6.53 0.07
D12 6.70 L4.88 3.69
0.40 5.70 4,79 k.36 -
0.66 7.30 6.59 0.00
0.56 6,80 5.89 1.27
0.76 8.3C 7 .52 Re
0.50 7.70 5..61 4,60
0.77 9.40  7.40 2.18
0.72 6.60 7.13 3.27
0.80 - sem 2.66

Xa(items < 10) = é4.00 (57 items) S

e
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Some of the X? values obteined, as for exemple in Table 4. are
extrem.ly high and would usually be en indication of a poor fit but a
closer locok at the components of the X? shows that 5 of the 38 problems
in this analysis contribute more than two tnirds of the " Jtal X?. In
the partlcular case cited, the large reduction in Xg still does not
make the value of X? such that the model would not normelly be rejected.
When we do reduce the X; values showr. in Tables 4-11 by removing the
few extrem. components whose ind{vidual contributiohs are equal to or
gzeater than 10, we find that in four of the eight cases we obtain a X
value whose protability P is such that A1 < P< .9 under the null
hypothesis. Sinc~ calculation of the regression coefficients included
the extreme problems, s recalculation of the regression coefficients
" omitting the few extreme problems from the data would yield better fits
of the model to data than those ootainede

The overall X 's as well as the reduced X 's are shown at the
bottom of Tables b-11, Perusal of these tables with'particular attention
paiq to.the items for which predictions are unsatisfactqry, and thus the
X? " contribution high, suggests immediately further analvsis that incor-
poretes variables designed to handle ébecial algorithms.- - Moreover, in
those cases for which P < .1, it should te noted tiwat the actual pre-
dictions are mostly fairly good. Our viewpoint on this matter is that
we hardly expeéted to.fit the deta exéétly with such a small number of
variables.

Figure 3 presents yraph of the predicted. wad observed proportiohs

Insert Figure 3 about hers
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of errors as a function of observed rank order of -observed aifficulty.
The data for these curves were drawn from fourth-grade sddition, block 1,
1evels 2; 3 and 4. An inspection cf the two curves shows & relatively
good £it for the regression modgl, even in the heterogeneous case of
problems drawa from qifferent drills, levels and correspondingly |
different groups of children.

There are ceveral qualitative observations about the date of Tables
4-11 we want to make at this point. In the first p'la.ce', the first
protlem presented on each dey wes deleted Irom all a.na.lyges when the
results showed a short but significant wérm—up effect,. This rendered the
initial problem more .difficulf. independent of structural veriebles.
Hepoily it was not necessery to include ordex of presentation as a vaerisble
3ir;ce there was no significant warm-up effect beyond the first problem of
s drill. The sequential effects, i,f any,' of errcrs on the:inmediately
following problem have not yet been analyzed systematically, bu"c egain
this does not apyear to be a,vefy strong effect. Aithouéh we intend to go
into this question in more detail on a subsequent occasion, the assumption
of statistical independenc':e of problem-items seems to be correct to & first
approximation. | )

Tables 4, 5, &, and 9 reﬁe:r't date on problems of the general form
m + n = p, where any of m, n .7 P ma.y'bé two-digit mmberé. ‘Wha.t is
striking is that tiue_ha.rdest problems are to & very large extent of the
form __+n=7p. The last 2 problems of Table 4 are of this kind

(the provlem being ranked in order of difficwlty from easiest to hardest),

the last 7 of Teble 5, and tae lust 13 of Table 9. The etfect is not as

noticeable in Teble &, although over half of the last 1l problems are of

this fo'm. Moreovér, 1f we lcok at the eesiest problems in these same

A A e A« A L M g A6 )
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tables, the form _ + n = p is very much excluded. With the exception

of __+ 0 =p, it does not occur in the easy half of Table 4, in Table

5 the form does not appear awong the first 19 least difficult items, and

in Table 8, not among the first 22. The evidence on this .point is more

mixed in Table 9. All in all, these results suggest that the transfor-

2 St
X Voo 2

mation steps defined in the_theoretical section might well be broken into
separately weighted classes to differentiate _ + n =p from m+ =P
In some preliminary efforts aimed. at fefining and improving the predic*ive ;-‘
results reported here we have had some success with this distinectlon. ‘
Altiough the predictive results from Tables 6, 7, 10 and 11 are far
from the best that a mature theory should be able to offer, we ares not
‘dissatisfied with them as a beginning because of tiie relative difficulty
of intuitively rank ordering tﬁe expected error rate of problems of the
form a8b + ed = ef + gh. The three v;riables that we Qénsider bring -a
surprising amount of order to what appears at first glance to be a quite
complex set of problem-items.
We turn now to the success-latency data for the same problems of
fourth- and fifth-grade addition, The_predicted and observed latencies
are also given in Tables 3-11, with the predicted valués depending on the
appropriate regression coefficients of Teble 3. As is clear from Table
3, the multiple correlations obtained for the fit of the predicted latencies

are very comparable to those obtained for the predicted responses. and

‘ndicate that the success-lateacy data are as regular in range of vsriation

as the response data.




In the analysis of latencies we have réstric:bed ourselves to the
success- latencies, i.e., the latencies of correct responses, because. of
'their. direct relevance for the analysis of the structure of the algorithms
| students use. Although error-latencies also contain much usgeful infor-
mation, they irnclude latencie:z of random guesses; Talse starts and‘ other
heterogeneous factors that are not easily disentangled. In a few cases
latency data were garbled in transmission from the school to the computer,
and in such ~ases we have simply entered a blank in bo‘l;.h the predicted
al,d chserved columns.

There are varicus ways of eva.luatiné the overall fit of the latency
predictions reported. in these tables. The st'a.\.stic Se, already mentioned,
is given at the bottom of eacn table. Altbuugh this statistic may be used
to finda significance level for the fit of the structural models, 'at this
stage of investigation it seems more useﬁ_l to interpret “Sa directly .
in terms of the qpa.ntitative closeness of the predictions. When the
structural varisblec fij are hot random variables Y theh 82 is a good
estimator of the variance 0’2 of the errors in the prediction of the
models. Teking the algebraic sign into accoun‘c.-, the expectation of these
exrrors is nearly zero and the assumption fhat they are norhléily—distributed‘
with variance 02 is a.pproxiﬁa.tely satisfied also, and so we may evaluatg_a
the predictions of each 'pable by looking at the megnitude of S, the
bulk of the errors; being within one standai'd deviation of the obgerved.

values. The values of 8 for Yables 4L-11 are .81, 1l.14%, .85, 1.08,

1.51, '.79, 1.02 and 1.52, respectively, which may be interpreted to mean

that errors of prediction greater than 1 or 1.5 seconds do not

occur very often. From inspection of the tables it may also be seen

\
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that the observed values have a range from about 3 seconds (Table 4) to
more than &.5 seconds (Table 11), and consequently, predictions of this
accuracy are far from perfect, yet good enough to be practical’y'useful:

Stil. another useful measure s the average percentage error of the

predictions. If there are n items in a table, if o, is the mean

observed success-lacency for item i, and P, is the predicted latency,
i .

then the average percentage error (A.E.) is defined by

n °. - p l
AE = 100 2: l i i

. n

= i=1

L]

g kil 4

This measure for Tables 4-11 has the values 15.4%, 19.8%, 12.3%, 20.6%,

. 25.7%, 15.6%, 12.8% and 31.4%, respectively.
'jfj The qualitative remarks made about proportion of errors pretty well
E;% apply to success-latencies, as would be expected because of the high.
.E'E positive correlation between the two varisbles.

{8

This. is particularly true
: of latencies for problems of the form

—. + n=p, as the reader may
; easily conclude from an inspection of Tables 4-11.

Figure 4 presents a graph of the predictsd and cbserved_success-

latenucies for the same problem-items for which response predictions are
.,; shown in Figure 3. The predicted snd observed latencies are plotted as

T GL D A TR el W (LG G G D VS G D W, G TR G WS S GE ED G TS G G

: Insert Figure 4 sbout here
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of the rank of observed latenc&, and consequently, the curve of

observed latencies is monotonically increasing and. smocther than the

: predicted curve, but the fitv is qualitatively reasonably good.

A}
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Subtraction--grades four and five. The three independent variables

used in the linear regression analyses of subtraction were 'NSTEPS as
deséribed'previously and the two magnitude variables; magnitude of the
" @ifference (MAGDIT) and magnitude of the subtrahend (MAGSUB). The values
?f of MAGDIFF and MAGSUB are not affected by the problem format. For example,
in all three problems, 51.- 16 = ', 31.- __ =15 and __ =16 =15, MAGDIF
p ; has the value 15 and MAGSUB the value 16. | | |

Th coefficients obtained for the regression equations are shown in

& . Table 12, which is laid out in a manner identical to that of Table 3.

- uEn D G En GB e ED @5 P ED WS ED ED ED b GB G5 %% % @ EB D e -

As in the case of Table 3 it is clear that NSTEPS is the most important
‘f;- of the three variables in p.edicting errors or succéss-latencies. Also
; g; the values obtained are comparsble to thcse given in_Table 3. In the
/.? confines of the present paper it has not been possible to'explbre the

possibility of a joint analysis of addition and subtrasction, with a par-
- ticvlar emphasis on process.variables like NSTEPS, but this is a clearly
indicated direction for future reseerch.

Again, as in the case of Table 3, the multiple cérrelgtiqp‘coeffi-
cients shown in Teble 12 indicate that the three independent variableé
are accounting for a good deal of the varilation in the observed resﬁonse.
proportions and success-latencies.

Tables 13-19 present predicted and observed proportions of errors,
,}j. and other informa’ ion identical to that giveh iﬁ Tables 4-11 for addition.
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Table 12
Régression Coefficients for Subtraction

Grade 4 Subtraction, Proportion of Errors

Level Subjects Problems Constant NSTEPS MAGDIF 'MAGSUB

1 5 19 -0k2° .0.06 -0.03  0.09
2 11 38 -1.09  0.19 ~ 0.01° . 0.02
3 k3 76 -1.63 0.2 0.02  0.09

; Grade b Subtraction, Success Laténcy

Level Subjects Problems Constant NSTEPS MAGDIF MAGSUB

1 5 19 6.82 0,58 -0.3%  -0.27
2 11 38 1.h2 0.9 0.6 0.1
3 13 76 1,49 0.32 ' 0.06  0.20

Grade 5  Subtraction, Proportion of Errors

Level Subjects Problems Constant NSTEPS MAGDIF MAGSUB

1 15 38 -1.50 0.15 Q.00 0,08
2 27 57 . =1.98 O.kh 0.00 0.01
3 25 76 =1.65 o.k0 -0.03 0.01
b 9 57 -1.1% 0.20 -0.01 0.01

Grede 5 Subtraction, Success Latency

Level Subjects Problems Constant NSTEPS MAGDIF MAGSUB

1 15 38 <1.77 0.65 0.12 0,32
2 27 57 0.70 0.99 0.03 0.01
3 25 76 -1.91 1.59 -0.02 0.0k
b 9 ) 2.58 0.71 -0.0%1 0.00

o e e et o e P torgmrsemregeci § Bt -S43yl S g g = . e S — g - nnv——— - - s



T e
. S

T1a 12
L ¢I—J
Predicted and observed proportions of errors and success-latency in

fourth-grade.subtraction, level 1

Observed Predicted Observed Fredicted o
Rank  Equations (1- pi) (1 - pi) Latency Latency X
1 12-0=_ 0.10 0.16 2,70 2.72 0.13
2 %-0=__ 0.10 0.1k 1.70 2,04 0.08
3 _-3=1 0.20 0.38 7.70° 4.58 0.69
b 12 6s 0.20 0.60 3,00 5.8  3.33
5 1 -3=__ 0.40 0.32 4.70 3.42 0.14
6 __ -1=13 0.L40 0.29 %.90 5.03 0.27
7 _-T7=6 0.46  0.70 8.80 6.37 2.21
8 _ -0=13 0.40 0.19 2.50 3.55 1.48
9 3-__ =7 0.40 0.62 7.90 5.72 1.00
10 Wm-_ =5 0.40 0.77 . 6,40 5459 3.T7
11 -6=5 0.60 0.67 7.80 6.99 0.12
12 12--_ =8 0.60 0.50 5.0. 5.92 0.18
13 11 -k =__ 0.60 0.49 6.80 5.68 0.26
% - =) 0.80 0.77 4,00 4 .49 0.03
15 15-__=8 0.80 0.65 3.20 . _.5J1 0.50
16 __ -5=8 0.80 0.59 2.70 6.23 0.9
17 __ -10=2 0.90 0.79 —- - 0.38
18 .- _ =6 0.9¢ 0.72° - - 0.82
19 il- =2 0.90 0.80. —e- --- 0.33

| - -
X° = 16.65 (19 items) xP(items < 10) = 16.65 (19 items) 8 = 3.84
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Taple 1k
Predicted and observed proportions of errors and success-latency in

fourth-grade subtraction, level 2

Observed Predicted Observed Predicted
: Rank  Equations (L-p;) (1-mpy) Latency  Latency X
1 1 15-5=_ 0.05 0.22 2.70 3.48 1.98
| 2 17 -T=_ 0.05 0.24 2.50 3.69 2.25
3 3 12-_=11  9.05 0.36 2.60 - 4.09 .77
b 12-10=_  0.05 0.24 3.20 3.58 2.28
5 _ -0=19 0.09 0.21 k.00 3.43 0.90
6 __-0=13 0.09 0.19 3.10 3.11 0.71
X 7 16-_ =16 018 . 0.37 2.60 25  1.66
4 8 19-__ =10 0.18 ¢34 4 .30 439 1.28
A 9 11-10=_ 0.8 0.24 1.60 3.3 0.18
,_~ 10 15-_ =6 0.27 0.5k4 5.20 5.16 3.09
= 11 16-10=__  0.27 ' 0.25 3.70 3.79 0.03
2 20-__ =19 0.27 0.50 3.00 5.01 2,21
%’ 13 17-_ =16  0.27 0.38 2.60 k.36 0.5k
9 1% 15-10=_ 0.7 0.25 2.00 3.7k 0.0k
15 __-3=9 6.27 0.59 6.50 5.17 - .46
: 16 20-_ =16 0.27 0.62 4 .60 5.66 5.80
N 17T 20-__ =13  0.3% 0.65 5.90 5,82 3.80.
g 18 19-__ =13  0.36 0.k2 6.30 4,73 0.16
B 19 19-__ =11 0.3 0.4k 6.20 4.83 0.25
P 20 ., _-1=13 0.3 0.37 440 k.19 0.00
4 21 1 -%=_ 0.l 0.40 4,00 b, 35 0.14
3 22  15-__ =8 0.46 0.52 k.20 . 5.05 0.20
. 23 17 -8= _ 0.55 0.43 420 - b.72 0.59
/3 2 18- _ =13 0.55 0.41 4,80 4,62 0.80
25 13-2= .55 0.20 4.30 3.21 8.14
; 26 _-9=10 0.55 0.34 5.40 k.39 1.98
3 27 W -3=__ 9.55 0.21 6.40 3.3 7.58




Rank

28
29
30
31
32
33
34
35
36
37
38

2

A = 10k 03 (38 items)

Equations

-1 =

16
1k
5

15
15

Table 14 (continued)

Observed

(1 - 1)

0.64
0.64
0.6k
0.64
0.6k
0.64
0.73
0.73
0.73
.91
0.91

Predicted
(1 - p4)
0.38
0.39
0.60
0.2k
0.40
0.41
C.51
0.42
0.37
0.40
0.61

Observed
Latency
k.10
5.60
b.50
k.90
k.10

1 5.00
3.50
4.80
4,40
6.80
7.80

Predicted

Latency X
L,36

» U6
5.22
3.75
b, 52
I .62
5.00
473
4.1k
4,51
5.33

Xg(items <.10) = 92.43‘(37 items)

2

3.06
2.62
0.07
9.64
2,60
2.34
1.99
L .2y
- 5.95
11.60
k.10

s® - 1.80




Table 15
Predicted and observed proportions Of errors and success-latency in

e subtraction, level 3

~asy

Observed Predicted Observed Predicted
Renk  Equations (1 - pi) (1 - pi) Latency latency

19 - __ =19 0.01 0.13 2.00 3.93
15 - __ =15 0.01 0.11 1.70, 3.68
13 - __ =23 0.01 0.10 1.70 - 3.56
8 -4 = 0.01 0.08 1.90 2.8
8-8 ) 0.01 0.11 1.30 3.06
0.02 0.33 2,10 b B4

0.02 0.16 2,50 k.36

0.03 0.13 1.30 3.26

0.0t . 0.06 2.60 2.57

0.0k 0.04 2.30 2.54%

0.0% 0.16 4.50 4.25

.05 0.12 2.30 - 3.24

0.05  0.09 2,90 3.08

0.05 0.0k 3,50 = 2.2h

0.05 0.0k 2.70 2.31

0.05 0.22 2.00 4.18

- 0.06 0.05 2.50 2.39

0.06 0.05 3.20  2.32

0.7 0.0k 1.80 2.23

0. .8 0.28 2.10 L .62

. 0.08 0.05 2.50 2.39

0.08 0.03 2.7v 2.05

0.08 0.21 3.60 4.57

0.09 0.18  2.70 %.09

0,09 0.32 2.30 i, 64

0.10 0.06 2.80 2.70

0.11 0.17 3.40 3.97

0.11 0.08 3.20 2.90




Table 15 (continues)

Observed Predicted Observed Predicted
Rank  Equations (1 - pi) (1 - pi) Latency  latency

15 0.38 3,20 .96
.17 0.15 5 .20 - 3.84
19 . 0.31 450 - k.69
.19 0.15 5.0 - 3.9
.20 0.10 b .40 3.51
.20 0.10 k.90 3.33
.21 0.19 '5.20 b bk
.21 0.18 3.90 4.03
.23 0.23 3.20 L .82
.23 0.27 5.0 O k%
24 0.08 k.00 3.13
0.42 5.10 5.1k
0.11 4.20 3.40
0,08  4.10 3.08
0.18 3:80 3.9
_ 0.27 . 4.10 4.90
15 0.20 4.00 . 4 .40
46 0.37 5 .20 4.8k
b7 . 0.3 4 .40 5.0l
148 . 0.38 L.70 5.01
k9 7 0.17 5.0  4.26
50 . 0.41 L .40 5.26
0.43 1 5.50 5.38
5% 0.57 5 .00 ' .6.13
53 1 =8 0.50 6.10
54 0.24 3.C0 b1
55 . 0.33 . 6.10
56 _ 0.53 7.00  ~ 5.83
57 0.56 5.20
58 _ ‘ 0.31 6.20.
59 _ : 0.49 k.30 5.47

29 19-_ =9
30 -4 =10

31 1. _=b
32 __ -2=13
33 18-2-=

3 13-3-=

35 -1 =19

36 12 -4 =

Lo 2

T 29 - __ =
B _-2=19
39 __-1=8
B0 W - =5

k1 -3=6

42 -2=1

43 11 - =5

Ll 26 - =

©C O O O O O O O O O O O v O O o

o O
w
o




x> 3

60
61
62
63
6l
€
66
67
68
69
70
71
72
73
T4
15
76

x2

Rank BEcquations

—-9=8
k=T
_-6=19
____-9=l6
__ -1 =12
- 2=17
__-L4=8
__-10=9
_-T1=5
_ -1 =6
__-7=2l
=1 =17
_-9=19
18-5 =__
_-6=6
—-6=1
22 - 8 =

Table 15 (continued)

Observed

(1-p,

0.53
0.53
0.5k
0.54
0.58
0.60
0.60
0.60
0.60
0.60
0.62
0.62

)

0.65 -

0.73
0.73
0.80

0.85

= 445,57 (76 items)

Predicted
(1-p,)
0.38
0.17
0.40
0.53
0.47
0.17
0.18
0.38
0.26
0.35

- 0.3k
0.43
0.56
0.16
0.23
0.2k
0.39

Observed

Latency
6.00
6.90
6.20
6.40
5.90
5 .00
5.50
6.10
8.20
5.00
7T .00
6.00
7 .30
5 .40
3.60
L .20
6.80 -

Predicted
Latency

5 .02
3.91.
5.42
5.83
5.58
k.20
4.03
4,96
b Lk

T

5.11
5.50
6.01
3.91
4,30
L4.36
5.19

'X?
1.48

13.78

2.07
0.02
1.10

19.78

18.35
3.20
8.7k

4,18

8.55
3.58
1.03
36.64
21.10
25.88
22,97

Xa(items < 10) = 136.30 (61 items) & =1.68
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Teble 15

Predicted snd observed proportions of errors and success-latency in

Rank

O © 9 v\ & w N =
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Observed
Equations (L - p4)
18- =17  0.03
19- __=19  0.05
17 - __ =1 0.05
19~ __ =18  0.05
20~ =20  0.05
25 - 1= _ 0.05
22 - __ =22  0.05
__-0=22 0.10
2 -10=__.  0.10
_-i=17 0.15
B-_=9 0.20
__-5=18 0.20
_-b=17 0.20
18-9=__ 0.25
19 -2« _ 0.25
19-_=9 025
18- =13  0.30
__-1=15 0.30.
__-2=19 0.30
__ -5=1 0.30
_-6=15 0.30
20 - _ =13  0.35
19-3=_ 035
20 -3=_  0.35
__-3=22 0.40
__-lo=12  0M0
= 3=17 0.45

Predicted
(1 - py)
0.13
0.11
0.11
0.13
0.11
0.10
0.11
0.11
0.38
0.10 .

0.41
G.39
0.3k
0.kl
0.08
0.46
0.24
0.10
0.26
0.39
0.43
0.48
0.13
0.23
0.13
0.46
0.30

Observed
Latency
1.70
2.20
1.50
e 00
1.90
2.20
2.10
3.50
3.770
4.00
3.10
6.00
6.60
3.20
3.90
3.50
L.20
% .60
5.40
L.70
6.30
%.30
3.40
4.4O

6.00 -

5.60
6.10

Predicted
Latency
3.22
3.1k
2.90
3.34
3.26
3.1
3.51
3:51
5,18
2.57
79
5.9
5.48
k.79
2.23
5.1l
- 4.,01-
2.3
5.09
6.0k
5.87
5.95
3.08
- 4,51
3.81
5.7
5.16

X

1.91
0.70
0.70
1.10
0.70
0.24
0.35
0.01
3.24
0.70
3.64 .
1.h5
0.88
2.11
T.24
3.47
0.36
9.7k
0.08
0.31
0.71
1.36
8.02
1.53

6.08
0.13
2.19




Table 15 (continued)

Observed Predicted Observed Predicted 5
Rank  Equations - (L-p;) (1-mp4) Latency  Latency X
28 0.50 0.40 6.20 4 .81 ¢.88
29 . 0.50 *  O.hk 7T.40  5.61 0.12
30 0.50 0.3k '5.00 5.48 1.13
31 0.60 0.53 6.60 6.15 0.1
2 _ - 0.60 0,2k - 5.70 k.01 13.93
33 0.60 0.43 7.10 6.36 1.15
3 0.60 0.48 5.60 6.19 0.57
35 0.60 0.40 6.0 . 5.78  1.71
35 8=- 0.60 0.4k - 6.80 6.10 0.97
37 = .70 0.58 7.70 6.71 0.62
38 0.70 0.53 6.80 6.63 1.18

= 81.63 (38 items) x?(items <'10) = 67.70 (37 items) g? = 1.64




Table 17

),’ . Predicted and observed proportions of errors and success-latency in

Observed Predicted Observed Predicted

Rank  Equatioas (1 - pi) (} - pi) Latency Latenay X?
; 1 Wy-22=__ 0,03 0.22 3.00 4.55 4.30
2 L4B8-22=__ 0.13 0.21 L .70 b .67 0.70
3 47-20=__ 0.5 0.2¢ 5.90 4,68 0.34
3 L 58-35=__  0.15 0.26 530 b.72 1.24
) 5 46-32=__ 0.8 0.26 5,00 b L2 1.66
. 6 48-36=_ 0.20 0.2 4 .40 I .40 1.47
3 7 48-37=_. 0.2 0.29 3.60 4.38 1.66
= 8 55-32=_  0.20 0.25 L 4O .69 0.25
9 58-33=_  0.20 0.25 5.80 1.70 0.29
10 L48-20=__  0.20  0.20 4 .40 .71 0.00
11 37 - 26 = __ 0.24 0.25 4 .10 L.,26 0.00
- 12 37-25=__ 0.2k 0.24 4,00 k.28 0.00
: 13 W7 -32=__ 0.2k 0.26 5.30 L .45 0.07
iy M 37-26=__ 0.2k - 0.25 3.30 L.26 0.00
3 15 Lh-20=_ 0.2 0.21 5 .40 4 .59 0.23
16 53-32=__ 0.25 0.25 4,60 L .63 0.00
17 43-21=_  0.25 0.21 4.50 4.54 0.1h4
: 18 57-33=__ 0.5 0.25 5.30 L.73- 0,00
19 56-30=__ 0.5 0.2% 5 .20 b .75 0.02
20 48-33=__  0.27 0.26 5 .90 L .46 0.00.
21 41 -30=__ 0.27 0.26 4.30 4.31 0,01
22 38-27=__  0.29 0.25 L .30 L.28 0.38
, 23 46 - 23 = 0.31 0.22 4.10 4 .59 0.86
9 2h 48 -31=__ 0.33 0.25 5 .20 4.50 1.48
. 25 58 - 31 = __ 0.38 0.24 4 4o 4 .80 1.64
26 56-32=__  0.38 0.25 3.70 B2 1.42
27 51 -25=__ 0.38 0.68 4.90 6.67 6.80
28 36 - 21 = 0.k0 0.22 5.40 4.33 8.22




Table 17 (continued)

Observed Predicted Observed Predicted
Rank Equations (1 - pi') (1 - pi) Latency Latency
29 50 - 24 = 0.40 0.68 6.30 6.66 6.90
30 650-24 0.44 0.68 4.80 6.66 '
3. 55 - 34 0.4k . 0.26 4.00 4.65 2.68
32 4o - 18 0.45 0.66 6.50 6.48 3.80
33 40 - 18 0.50 0.66 6.40 6.48 2.18
3 k- 21 0.56 0.21 3.10 .57 11.92
% 57 - 28 0.56 0.69 5.40 6.80 1.13
36 53 -24 0.56 0.67 7.30 6.75 0.82
37 40 - 19 0.56 0.66 6.10 6.46 0.72
38 L0 -17=. ~ 056 0.65 6.60 6.50 '0.54
39 31 - 16 0.60 0.66 6.80 6.25 0.76
40 k1 - 15 0.60 0.64 7,30 6.57 0.11
b1 k1 - 15 0.63 .  0.64 7,10 6.57 0.01
b2 k2 - 13 0.63 0.62 6.90 6.64 0.00
43 b3 - 14 = 0.63 0.63 60 6.6 6.00
Ly  5h - 26 0.63 0.68 6.75 0.22
b5 52 - 24 0.65  0.67 .30 - 6.72 0.0k
46 31 - 18 0.69 0.67 6.21 0.05
47 50 - 24 0.70 0.68 6.66 0.06
48 32 - 15 0.71 0.65 , 6.30 0.66
49 43 - 1 0T 0.63 6.6 1.32
50 %2 - 15 0.75 0.63 . 6.60 1.16
51 27 0.76 0.71 6.34 0.49
52 43 - 24 ~0.78 0.69 6.46 1.71
53 b4 - 27 = 0.78 0.70 6.43 1.20
54 43 - 26 = 0.82 0.79 . 6.42 3.21
55 53 - 28 = 0.85 0.69 : - 2.31
56 55 - 29 = 0.85 0.70 62 2.25
57 51 -23= 0.% 0.67 --- 7.21

NG = 90.67 (57 .items) Xz(items < 10) ~ 78.76 (56 items) 82 = 0.6




Table 18
Predicted and observed proportions of errors and success-latency in

fifth-grade subtraction, level 3

Observed éredicted Observed Predicted
Rank Equations (L-p) (1~ ps) Latency Latency X
4o - 20 0.03 0.10 3.40 3.12 '
w7 - 2h = 0.05 .16 2.70 3.41 0.88
46 - 21 0.07 .13 3.90 3.25
57 32 0.07 A8 - 5.20 3.71
k9 - 25 0.07 4.10 3.44
46 - 24 0.07 3.70 3.43
57 35 0,10 3.00 3.90
b7 - 21 0.10 3.00 3.23

\000«10\\:1#’(»[\)}—'

2.20- 3.56
2.90  3.39
2,90  3.08
3.20 3.30
3.20 3.00

=
(o

k9 - 27 0.10
67 - 30 .10
51 - 20 10
58 - 27 .10
59 - 21 .10
. 56 - 25 .10 3.10 3.30
59 - 21 .10 | 3.90 3.00
47 - 23 .13 0. 4,40 3.35°
59 - 37 0.23 3.50 3.99
5% - 31 0.19 . 2.80 3.71
b7 - 22 = - 0.14 3.80 3.29
53 - 30 0.18 1.90 3.67
66 - 33 0.12 2.50 3.60
& - 27 043  6.70 6.53
60 - 2° 8.10
69 2.30
50 7.00 5.78
- 50 - \ 4.80 5.78

G &FE

0
0
0
0
0
0
0

45 - 20 0.10  O. 2.70 3.20
0
0
0
0
0
0
0
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Rank

28
29
30
31
32
33
3k
35
36
37
38
39
40
L1
42

L3

Lk
L5
46
b7
48
49
50
51

23

55
56

57

b9

Equations
62 - 26 =
5 - 17 = _
My - 33 = _
50 - 21 = __
H-22=
30 - 15 = __
b1 - 30 = _
bs - 21 =
50 - 24 =
57 - 36 = __
51 - 26 =
b - 16 =
39 - 26 = _
49 - 30 = __
h9 - 35=__
- 34 = .
b9 - 30 = __
20 -29 = __
47 - 18 =
59 - 30 = __
b2 - 16 =
5 - 19 = __
62 - 29 = __
55 - 16 = __
50 - 12 = __
65 ~ 27 = __
«30=__
b6 - 17 = __
41 - 16 =
52 - 26 =

.Table 18 (continued)

Observed
(1 - py)

0.20
0.20
0.24
0.27
0.27
0.28
0.30
0.30
0.30
0.30
0.30

0.30

0.31
0.35
0.37
0.37

0.39
0.40

0.40
0.40
0.40
0.40
0.40
0.40
0.40
0.%0
0.47
0.47
- 0.47
0.50

Predicted Observed
(1 - py) Latency
0.37 7.00
0.27 5.00
0.34% - 3.20
0.43 5450
0.26 4.20
0.59 13,00
0.25 4 .60
0.14 2.50
0.50 4.50
0.2k 3.80
0.53 7.80
0.41 5.50
0.27 5.10
0;2,2 3.60
0.31 - 4.80
0.29 4.60 -
0.22 k.30
0.51 6.50
0.41 7.30
0.14 4.30
0.4k 5.40
0.30 7.20
0.43 6.90
0.26 4.00
0.25 3.60
0.34 7.60
0.22 4 .60
0.40 6.00
0.45 7.50 .
0.51 5.80

Predicted
Latency
6.1
2.97
h,03
6.34 -

3.55
6.36
3.79
3.27
6.52
3.96
6.63
6.14
3.70
3.75
4.06
L.00
3.75
5.8k
6.21
. 3,55
6.18
6.09
.6.60
2.93
5.78
6.4
3.75
6.17
"6.20
6.61

X

- 0.59

0.11

- 3.15

1.61
0.06
28.22

0.99
2.18

- 1.55

0.23
2.08
0.46
0.66
6.75
0.9k4
1.81
11.89

2.77
0.00

5.92

0.05
0.22
0.02
0.51
0.62
0.07
23.85
0.29
0.02
0.01




Table 1 (continued)

Coserved  Predicted Ovserved FPredicted
Rank Equations 1-p) (- Pi) Latency  Lateney

58 45 - 19 = 0.50 0.46 6.50 6.31
5 40 -21-= 0.2~ 0.58 5.20 6.5
60 Ll - 13 = 0.53 0.38 8.50 6.02
61 43 -19-= 0.53 0.49 6.50 6.35
; 37 - 19 = 0.58 0.58 6.60 6.47
46 - 27 = 0.58 0.62 5. 50 6.79
36 - 17 = 0.5% 0.56 6.50 6.39
53 - 29 = _ 0.60 0.57 9.50 . 6.78
54 - 26 = 0.60 o.48 - €.50 6.57
43 - 17 = 0.60 O.hi 7.50 6.23
b - 18 = 0.60 0.45 6.30 . 6.27
51 - 25 = 0.60 0.50 8.10 6.57
46 - 28 = 0.65 0.6k 7.20 6.85
32 - 13 = 0.66 0.52 6.00 - 6.20
37 - 19 = 0.69 " 0.58 7.20 6.47
b5 - 27 = 0,72 0.64 6.90 6.81
51 - 28 = 0.73 0.57 6.90 6.75
55 ~ 29 = 0.73 .54 4.80 6.7h
31-17=__ . 0.78 0.62 6.50 6.46

= 137.34 (76 items) ' X°(items < 10) = 73.39 (73 itens)




Table 19
Predicted and observed proportions of errors and success latency in

F- X3 ¥R _—— - I T N SRV S - _~ L
L1l Ul=Zraaqe suuuracolorl, JLevel 4

Observed Predicted Observed Predicted

Rank Equations (1 - pi) (1 - pi) Latency Latency X

1 29-5 =HK 0.0k 0.18 3.60 b .56 1.52

2 29-24 =M 0.0k 0.29 1.20 b .67 3.61

3 49 -H =13 0.06 0.21 3.20 5 .17 1.20

4 36 -5 =K 0.07 0.16 b .40 k.53 0.43

,' 5 43-21 =R2 0.07 - 0.16 3.10 3.87 0.40
6 kL2 -5=Ry 0.08 0.22 5.30 5.20 .  1.29
7 5 =29-__ 0.11 5.5 2,60 5.36 0.9
8 38-12 =M6 0.11 0.13 3.50 3.85 0.03
9 2k =28- 0.14 0.25 2,50 5.27 0.bk
10 37-M=31 0.1k 0.17 3.50 4.53 0.03
1 1. bl =kg- 0.17 " 0.22 L .ho 5.18  0.18

12 37 =k2 - 0.22 0.41 5.40 6.61  1.33
13 -5 =23 0.22 0.26 7.0 . 5.7 0.06
S % 37 -5=HK 0.22 0.11 L.20  3.81 1.22
15 32-__ =25 0.22 0.k 6.10 6.67 2.16
16 . 37 - K =32 0.25 0.23 3.70 5.23 0.02
R 17 40 - __ =26-25  0.25 0.71 5.90 8.71  12.60
‘ 18 43-5=__ 0.29 0.30 7.70 5.90 0.01 .

¢ 19 __ -6=24 0.33 0.47 5 .40 6.68 0.64
i 20 33=_ -6 0.33 0.23 5.60 5,22 0.51
21 54 - 17 = F7 0.33 +0.26 6.30 5.20 0.27

*’ 22 43 -8=__ 0.33 0.33 6.90 5 .91 0.00
A 23 _ -5=29 0.42 0.24 7.00 5.2l 2.0
2 -9=25 0.42 0.48 5.60 6.67 0.16
=] 25 32-__ =27 0.42 0.45 5.20 6.66 0.05
26 27 = - 0.42 0.5 6.20 - 6.66 0.0k
] 27 __ -7 =19 0.43 0.49 8.20 6.71 0.10
28 27 =_ -h 0.43 L 0.5 7.80 6.66 0401

i = -
N - * "‘
X O -
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Table 19 (continued)

Observed Predicted Observed Predicted
Equations (1 - pi) (1 - pi) Latency Latency -

28 - KR =17 0.43 0.37 4.30 5.36
26 = __ -1 0.4k 0.46 8.00 = 6.67
39 - RN =7 0.l 0.42 5.80 5.36
=3 -8 0.4k 0.456 8.30 6.66
b2 - 4o = 38 0.k 0.69 4.10 6.80
3B = b1 - _ 0.50 ok2 k.50 6.62
__-25 =37 0.50 0.k 5.90 6.67
- 0.50 0.35 k.10 5.9%
0.50 - 0.2h 6.20 5.5
0.56 0.51 8.90 6.73
0.56 0.67 6.90 8.09
0.57 0.64 - 8.60 6.80
057 - 0.k6 8.80 6.66
0.57 . 0.47 19.20. 6.67
0.57 0.57 L.600 - €.79
0.57 - 0.63 6.50  6.79
0.57 0.45 7.50
0.57 0.61 8.00 6.78
0.58 0.5k 8.50
0.67 0.42 8.50 6.61
0.67 0.48 6.50 ~° ~5.38
© 0,71 . 0.28 6.00
0.75 0.46 9.00 6.67
_ 0.78 0.87 cem e
' 53 , .83 0.36 7.10
23 0.86 0.40 9.60 6.02
27 0.86 n.88 8.40 .
2% . 0.89 0.80 . 8.80
2l 0.93 0.51 ae-
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= 81.43 {55 items) x2(1tems‘< ;o) = 57.05 (55 items) & - 2.93




i e M i, i e e

ontained for addition. In the case of Tables 17 and 19 the X? values,
including the largest individual item contributiohs are just significant
at the 01 levei and not sionifiesnt at all in the case of Table 13.

Tables 13-19 also show the predicted and observed success~latencies

for the subtraction data. Again the statistic Se is given at the bottom

of each table. Applying the same interpretation as before to this statistic,

we may look at the value of S for each table as an estimate of the stan-
dari deviation of the approximately normal distribution of errors. For
these seven tables we find the values of S to be 1.96, 1.34, 1.30, 1.28,
0.80, 1.12 and 1.71 respectively, and it is.reasonab’e to say that errors
of prediction greater than abcut 1.50 seconds should not occur very often.
The observed success-latency values have a range from slightly more than

5 seconds (Table 17) to more than 8 seconds (Table 19), and consecuently,
a model with errors that have an approximately normal distribution with ‘a
standard deviation of about 1.5 seconds yields meaningful and useful pre-
dictions. These results are very comparable to those found for additioﬁ.
fhe same is true of the measure of average percentage error, which is

25 7%, 23.0%, 24 .6k, 26.3%, 10.9%, 17.1%, and 23.0% for Tables 13-13
respectively.

Without meking an exact statistical comparison it still seems clear
that the aporoximate measure. of fit we have reported for the success-
latencies in subtraction reflect a better fit to the date then.do the
X2 @easures for predicted response proporfions._ The predictions of
response propo: ¢/ ons still leave s lot to be desired. The predictions
of success-latencies seem to reflect more regularly the observed rankings

of latencies, =ven though this apparent difference in favor of latency
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predictions is not well reflected in the multiple correlation coefficients

of Table 12.

Inspection of the tables for subtraction confirms the intuition that
éubtraction probleﬁs of the form __ - n =p are not relatively as aiffi-
cult as the same form is in the ,case of addition. No doubt thé reason .
for this is that a single simple tfansformation converts such subtraction
problems into the easiest sort of addition problem, p + n = __.

It should be noted that Table 19 includes probiems using letter
variables as wéll as blanks, and it is interesting to rote that problems
using letter variables are the six eésiest problems in the table in.terms
of response errors, although the same six éroblems do not have the shortest
latencies.h The format of these problems with letter variebles was of the
following sort:

29
HK = : M M=__
The ease of handling algebraic notation is also confirmed by some other
unpﬁblished experiments conducted in phe Instituhe several years &go

with firsi- and second-grade children.

Muit 'vlication--grade four. The two sets of problems considered

each contained_twenty_exercises, as in fhe case of addition and subtractién.
The two sets concentrated on a revieW'of multiples of 4 and 5, with
the second factor ranging from O to 12. The problemg occurred in
the'three forms{ mXns=_,nX__=p,and __ Xn = p. Unlike the

addition and subtraction analyses covered in the previous pages NSTEPS
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was not considered as a variable because in all problems only one operation
was irvolved. To see if transformetions as described in the theory section
defined a significent variable, we treated each of the three equational
forms as an independent varisble which took on the velue 1 1f the problem
was in the given form end 0 if it were not. The other two independent
variables used were the larger factor (LARGER) end smeller factor (SMALLER)
that yielded the product. In the case of squares (4 x4 end 5 % 5) the
values of the two faciors were equal. Table 20 presents the regression
coefficients for the five variables consideres witn proyportion of errors

°

and success-latency as dependent aoles,

Again we found that the linear-regression model dres well at predicting
errors and success-latency from a small number o variables. The only
equation-form variable that significantly affected the regression line
was the cenonicel form a Xb = __  end the negative coefficients of this.

varisble indicate that problems of this form are easizr than problems cf

the form Xb=¢c or axX = ¢, a finding well in keeping with

intuition.
When all forty problems were considered the overall X? = 113.29,
but the deletion of three problems each with a X? component greater
than 10 dropped the total for the remeining 37 problems to X? = 41.43.
The three probleﬁs dropped from the anaiysis were 4 x10 = __, for which
the predicted error proportion was much higher than observed, and 4 X __ = L

and ¥ 4k = 48 for which the predicted error proportions were much
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lower than observed. It is not difficult to analyze why these three

problems probably deviated greatly from the predicted values. In general

ioi . 4 x 10 = _  allows use of the simple algorithm a X 10 = a0. We would
expect the same low error finding for 5 X 10 = __, but this problem did

y Lg . not occur in the two sets. The'problem 4 x __ =4 turned out to be the
v:i first multiplication problem presented, and as mentionéd in the discussion

of eddition, there is evidence of a warm-up effect which af“ects response

to the first problem of the day. The problem __ X 4 = 48 is the only

i probZlem of the set for which tné initial factor is both 12 and also
i}?ﬁ the answer tn be found. The 82 for comparing observad and predicted
" latency was quite low. The obtained value, s® = .62, indicates that most

-

nrediction errors were definitely les: than 1.C second.

Multiplicution tables--grades three, four, five and six. Toward the

P § end of the school year we decided to run the 100 one-digit multiplication

v o problems of the form a X b = _ to see how well a structural model would
i predict response behavior. Previous investigetions of performance on these

(8 basic multiplication facts are not as numerous as we had expected, and the-
.. "-."

W ] kind of regression model applied here has not been previgps%y useda ?s

g far as we know. The first point te note is that for all four grad:s, the
reasponse performance was ~xtremely good. The error rate was 8.0 per cent
3 for third-graie children and 3.2 per cent for sixth-grade children, with
the fourtl: end fifth grades falling between these two bounds. Conseguently
our‘annlysis in this case is restricted entirely to success-latencies.
fpcause the form of the equations was consvant in the 100 problems, we

R have restricted our regression to the two factors, SMALLER and LARGER,

glready used in analyzing fourth-grade multiplication. The regression

4 38
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coefficients, multiple correlation and statistic 32 for each grade are

shown in Table 21. There are several observations to be made about this

- en enen ah ' e G D GD WH ED @ B m W) W @B @ W P - ek e we

Inéert Table 21 about here

table. In the first place, for all four grades the multiple correlation
R 1is extremely high, indicatiné that the two variableé are giving a good
account of the data. This inference is supported by the small values of
Sz, which are the lowest values reported fof.aqy of the sets of data
analyzed in this paper. It is also apparent from the values of the
regression coefficients thét the magnitude of the smaller factor is more
important than that of the larger factor. Thus, for exaﬁple, on the
average it takes longer to say what 1 X 9 is than to say Whaf b X5
is. Finally, with analysis for four grades befo?e us, it is natural to
ask whether we caun find evidence of development fgom one grade to another.
Bevelobment is most evideant in the monotonically decreasing'values of the
constant, which reflect an increase in speed of response with age. Tn
the regression model for latencies, the constant ente;s in a direct additive
way. The decrease from 1l.71 seconds in the third grade to 1.33 seconds
in the sixth grade is not surprising.  What is surprising is that the
coefficients of thé two factors do nqt show a corresponding monotonicity
with age. This lack of monotonicity complicates considerably the task
of constructing a model of developmental processes and their effects on
arithmetic performance.

| Figures 5 and 6 show the predicted énd obsgrved success-latency

curves for the third and sixth grades respectively. The 100 problems




OBSERVED
PROBLEM RANK ORDER ACCORDING TO SUCCESS-LATENCY

PREDICTED
Predicted and observed success-latencies of third-grade stﬁdents for the muitiplication

tables.
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Figure 5.
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Table 21
Linear-regression coefficients

for the multiplication tables

Larger Smaller ‘
Subjects Constant Factor Factor K R

2

2l 1.71 0.06 0.30  0.86 O0.7%
56 1.52 0.07 0.28° 0.85 0.73
20 1.38 © 0.09 0.29  0.78 0.6l
32 1.33 0.06 0.19  0.82 0.68

5P

0.22
0.22
0.42
0.14
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Table 22
Linear-regression coefficients for transformation, operation and

' memory steps in fourth-grade addition

Constant Transformation Operation Memory R

Errors -1.29 0.20 ‘ 0.00 0.39 0.73

Latencies 2.9 0.58 0.00 0.69




are rank ordered according to success-latency on the abscissa, and thus
the observed data define a relatively smooth monotonically increasing
function. The predicted curve is determined for each grade level by
the three estimated coefficients given in Table 21 and the two given

factors of each multiplication problem. Considering the wide range of

latencies found in each figure, running from 1.5 to 4.9 seconds in the
third grade, and from 1.4 to 4.0 seconds in the sixth grade, we feel that

the predicted curves are fitting the observed data quite well. For those

o readers accustomed to looking at smooth predicted learning curves that
e
‘ 2 are essentially exponential in form, we emphasize that tﬁe predictive
« E task is different and rather more difficult, as we move not from like trial
%fé to like trial, but from a problem-iten with a pérticular structure to
.i another problempitem.with a distinct structure.

= Analysis of the factors in NSTEPS. As we promised in the theoretical

discussion of the second section, we now present a preliminary analysis

of bresking up the single variable NSTEPS into its three components of

the analysis presented here from the definition given in the second sec-

k: tion. Transformation steps always were :ither O or 1, never 2. With

]

|

|

|

|

\

|

{ 3 transformation, operation and memory. There is one slight difference in
‘- o B
|

|

\

\

|

|

s
s £
i a5

this exception, the analysis was entirely ba~<d on the esr’ier definitions.
i The data used 'in the first analysis sre those already rer .rted in Tables

5 and 6, but *.. .aout the first item of each set of problems deleted.

Thﬁs this first analysis is in terms of 80 fourth-grade addition problems.

The results are shown in Table 22. In the case of both errors and
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success~latencies it is important to observe fﬁat memory is the most
importent varieble, while greration plays no role. Moreover, in both
cases we get nearly as good a fit simply by using memory as the single
variable, In the case of errors the difference in the multiple correletion
R occurs oaly in the third decimal, .726 rather than .731, énd'in the
case of latency .677 rather than .688. The X? eid 32 values that
come from using the coefficients of Table 22 are high but are not out of
line with those reported earlier. In particular X2 = 497.7, and if we
delete the 12 extreme items having individual Xe's greater than 10,

Xe = 170.3, for ﬁhe remaining 68 items. The statistic 82 = 1.42, which

yields an estimate of 1.19 for the stencdard deviation of the errors in

prediction. What is particularly worth noting in a comparison of Tables

5 and 22 is that the correlstion for fourth-grade addition (block 1, level

3) is lower than the correlation for the combined'datg of Table 22.. (For
the problems of this block, see Table 5.)

A second, somewhat different analysis was perfo;med on a set of 19
problems that, together with the initial problem omitted in the anelysis,
formed one day's exercises on fourth-grade addition, block 3, level k.
These 19 problems are ameng the 76 already analyzed in'féblé 10. The
departures from the earlier definitions of the components of NSTEPS
were these. First, because the problemé vere all of the form
ab + cd =__ +ef or ab+ cd =ef + __, the number of transformetions
was the same for all problems and therefore was omitted as a variable.
Second, the operationg of addition and subtraction of single digits were
treated as separate variables. Third, the number-of digits in memory was

expanded to include all digits used in obtaining a solution, including

- 41
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those presented in the problem, those that occurred as partiel solutions,

and those thut were present in the response. The three variables consid-

; ; " ered were, therefore, number of addition operations (OFl), number of sub-
?ﬁf tracticns operations (OPR) and nwiter of digits processed (MEMORY ) .

i:é Table 23 presents the regression coefficients for the three variables
:f; found, with proport:on of errors and success-latency as dependent veriables.
. Insert Tevle 23 about here

The very high correlations for both exrors and latencies ﬁarrant a closer
* look at the results. ,

For the data entering this'analysis the meaﬁ number of addition
operations was 2.4, the mean aumber of subtraction operations was 1.8 and
‘:‘i the mean number of digits procegsed'was'8.7. Tt would appear that the
“%ﬁ; number of addition operations hes a much smallef effect on errors than the
%,é number of subtraction operations. Neither of these two variables has a
significant effect on success-latency. Figure 7 presents the observed
and predicted proporticn of errors as a function of rankg§ d%fficulty.

With the exception of problems 6 and 8, the observed &nd predicted curves

e

------n-unnm------n—--m--------n-

T e R

are quite similar. Figure 8 presents observed and predicted success-
latencies as a function of observed latency rank. Once more we find tﬁe
’“é . genéral shapes of the observed and predicted curves quite similar., Figure
9 is @ scatter plot of obserfed versus predicted errors. Figure 1C is a

similar scatter plot of observed versus predicted success-latency. If
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“f Table 23
Linear-regression coefficients for OPl, OP2 and MEMORY steps in

i fourth-grade addition

,jjf Constant OP1 0F2 MEMORY R R

. 3 Errors -2.65 0.06 0.25 0.25 0.89 0.79

4 Latencies  -0.k2 0.00 ©0.00 0.77 - 0.86 0.73°
:
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all the points in the two plots fell on the hSc straight line the pre-
dictions would be perfect. The deviations of the points from this 1line

are a measure of the goodness of fit of the medel.

5. Discussion,

In this final sectior., we shail not attempt to summarize in system-

= E atic form the results reporfied in the previous section. It is our own

“?J} feeling tnat the resulits establish clearly enough the real possibility

of analyzing and predicting in terms of meaningful variables the response
and latency performance of children wno are solving arithmetical problems.
- As we have aiready stated, the predictive results‘reported here have been
good enough to be practically useful, but they are incomplete enough.to
7132 present a challenge to anyone interested in systematic psychological theory.
From & psychological standpoint, the most suggestive single finding
}\5 is probably the importance of the process variable NSTEPS, or of its
componentvariableq,particularly memory, in all the relevant_analyses.

It marks a direction of major emphasis in our own future research as now

Ay
o

, planned. One way of putting the matter is this. If in Tabie 3, for
example, the dominant variables had turned out to be megnitude varisbles,
E fé then a less significant first step would have been taken, because anyon?
Ivﬁ would immediately ask what characteristics of the procgssing done internally
3?€f by the students made these magnitude variables so significant. 1In postu-

H*E‘ lating process variables and being able to establish their direct impor-

tance, we have already been able to move past this first step. Now our
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central problem is to acquire a better understanding of these variables
and to use this understanding to develop better predictive models.

A1l the analyses reported in this paper have been concerned with
mean data averaged over individual student performance. Moreover, when
deaiing with data from different age groups, no attempt has béen made to
estimate parameters that would reflect the course of developmental change
in the performance of arithmetical tasks. Systematic amplification in
both these directions--taking account of individual differences and devel-
opmental processes--is relatively straightforward although technically
arduous for all the models we have considered. A disadvantage of the
data reported in this paper is that the number of students working at
any given level and grade was not large. A main objective of the imme-

diate future is to increase considerably the number of students involved

in order to provide the quantity of data required'for meaningful inferences

about individual differences or developmental processes.

Finally, because the data reported here wvere actually collected in
an crdinary classroom setting augmented by a computer-controlled terminal ,
and because the data are about pesformance on standard arithmetical problems,
it is natural to ask what are implications of our various bréﬁictive
analyses for the teaching of arithmetic. Independent of making any posi-
tive remarks on this point, we want to underscore the preliminary value
of our findings. A great deal of more refined analysis with data from
larger numbers of students is needed to support eny definitive pedagogical
recommendations. Keeping in mind this explicit reservation, we do feel

thet the results that are most intriguing from a pedagogical standpeint

are the ones reported at the end of the last section on the ability of

Ll
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the memory varisble alone to offer a fairly adequate accoun* of the

observed data., From the way this varisble was defined in the theoretical

it should be evident that we can jdentify some specific points

gsection,
a4

to emphasize in teaching multi-digit addition and subtraction. However,

we leave for another time and place the teking of this explicit pedagogical

siep.
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lTo take care of the case when the observed p; is either O or 1,

we usSe the following transformation
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where n; = the total aumber of subjects responding to item i. The

o8
- exact form of this transformation is not important. ] ;g
t 2 ..

2The number of subjects or students shown in the various tables is
NN always an approximation, with the exact number varying slightly €rom
day to day.

3

v For reasons mentioned below, the first problem was deleted from

B each drill, leaving 19 problems per drill. The humber ot different daily
g drills in an analysis can be calculated by dividing the number of problems

v by 19.

There are some repetitions of problems in Table 19, but all such

% ] repetitions occurred on different days.
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