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: DESCRIPTORS- #STATISTICAL ANALYSIS, MENTAL TESTS,
E #RELIABILITY, TEST CONSTRUCTION, *TESTS OF SIGNIFICANCE,
* ANALYSIS OF VARIANCE, #MEASUREMENT TECHNIQUES,

E - .. " THE PURTOSE OF TH1S RESEARCH WAS TO STUDY THE EFFECT OF

‘ili' ERROR OF MEASUREMENT UPON THE POWER OF STATISTICAL TESTS.

R - ATTENTION.WAS FOCUSED ON THE F-TEST OF THE SINGLE FACTOR
’gj_‘. ANALYSIS OF VARIANCE. FORMULAS WERE DERIVED TC SHOW THE
i~ . RELATIONSHI BETWEEN THE NONCENTRALITY PARAMETERS FOR

B - ANALYSES USING TRUE SCORES AND THOSE USING OBSERVED SCORES.

£, - THE EFFECT OF THE RELIABILITY OF THE MEASUREMENT AND THE
3 'SAUPLE S17E WERE THUS DEMONSTRATED. THE ASSUMPTIONS OF
CLASSICAL TEST THEORY WERE USED TO DEVELOP FORMULAS RELATING
" TEST LENGTH TO THE NONCENTRALITY FARAMETERS. THREE METHODS OF
. ESTIMATING POVER FOR DIFFERENT CONDITIONS OF SAMPLE SIZE AND
= TEST LENGTH WERE STUDIED. THE COST OF AN EXPERIMENT WAS
L ANALYZED IN TERMS OF A FIXED COST PER SUBJECT AND A VARIABLE
{ €OST DEPENDENT UPON TEST LENGTH. COMPUTER PROGRAMS WERE
WRITTEN TO USE THE LEAST SQUARES AFPROXIMATION AND THE
APPROXIMATION BASED ON PATNAIK TO ESTIMATE THE POWER UNDER
. ALL PERMISSIBLE ALLOCATIONS OF RESOURCES TO SAMPLE SIZE AND
TEST LENGTH. THE PROGRAM RESULTS INDICATE WHICH OF THE
- "PERMISSIBLE ALLOCATIONS WILL RESULT IN MAXIMUM FOWER. TO
. il‘ DEMONSTRATE EMFIRICALLY THE EFFECT OF ERROR OF MEASUREMENT ON
“ . TME POWER OF STATISTICAL TESTS, SAMPLES OF PERSONS AND ITEMS
“WERE RANDOMLY DRAWN FROM A LARGE FOOL OF BATA. TESTS OF 16,
- 20, AND 40 RANDOMLY DRAWN ITEMS WERE SCORED FOR SAMPLES WITH
FOUR AND EIGHT PERSONS PER GROUP. THE EXPECTED TRENDS WERE

”{ PRESENT BUT NOT DEFINITIVE. (AUTHOR)
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Introduction

Problem

Discussions of the power of statistical tests can be found in
almost all basic statistics books. The power function, which gives
the probability of rejecting a hypothesis, depends upon the dif-
ferences expected in random samples from the same population, that
is, upon sempling error. Implicit in the usual discussion of
power is the assumption that the observations are errorless or
ntrue" measurements. Sempling error rather than messurement error

is considered.

The test theory literature, on the other hand, is concerned
primarily with the error of measurement (4). Observations are
considered fallible and repeated measures of the same object are
expected to vary about the "true" measurement, the expected value

of the repeated measures.

Sutcliffe (10) has attempted to consider tne two types of
error similteneously., Sutcliffe elaborated the implications of
measurement error for the F test of differences between means and
demonstrates how measurement error decreases the sensitivity of a
test of significance. More specifically, Sutcliffe compared the
ratios of the expected mean square between groups to the expected

mean square within groups for & single factor endlysis of vari-
ance in two cases: the case of no measurement error and the case

where observed scores were assumed to include measurement error
as defined in classical test theory. Sutcliffe showed that the
power of the test is always greater for the error~free case.,

Lord {6) has given extensive consideration to the implica~-
tions of an item sampling model for mental test theory. Lord has
shown that item sempling methods cen improve the efficiency of the
experimental design of & study perticularly one concerned with

group means.

(1) If only a limited smount of time can be demended
of each research subject, the total amount of infor-
metion obtained from a given number of subjects may
be greatly increased by item sampling. (ii) If a
test can be administered to only one exeminee at &
time, the exeminer's time may be the limiting factor;
more information about & group of exeminees may be
obteined by giving a few items to each examinee in-
stead of giving the entire test to just a few examin-
ees. (iii) With certain tests, scoring costs may be
the limiting factor; in this case, it would be better
to score a few items from the answer sheet of each
examinee then to score all items on the answer sheets

of a few examinees. (6, p. 23)
.1-
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The item-sempling model has strong advanteges in many group-
comperison situations such as frequently occur in the evaluations
of educetional programs, However, practical administrative con-
siderations such as the need for common instructions and testing
time, the economy of being able to use a single scoring key, and
the fact that test data must frequently serve several purposes,
often make it desirable to administer the same test to all examinees.
In such situations, one is faced with the problem of deciding
whether it is more efficient to improve the sensitivity of &
planned statistical test by increasing the number of examinees or
by increasing the test length as a means of reducing the error of

measurement.

Overall and Delal (7) discussed the problem of choosing &
research design which maximizes power reletive to cost. They
concluded that no matter how unreliable the measurenent, it is
better to use more -subjects and obtain a single measurement per
subject than to ebtain several measures on each of fewer subjects.
As Overall ard Delal pointed out, the above conclusion is based
on the assumption that there is a Pixed cost per measurement
unit, and this cost is the same whether the units are obtained

for the seme subject or different subjects,

Purpose

The purpose of this research was to develop, from the assump-
tions of classical test theory, formules demonstrating the effect
of error of measurement on.the power of some commonly used stetis-
+tical tests. An important aspect of the research was the develop-
ment of a procedure that would ensble the educational researcher
to estimate whether an attempt to reduce meesurement error by in-
creasing accuracy of observetions or to reduce sampling error by
increassing the number of observetions would be the more effective
strategy. The implications that various assumptions concerning
the Fixed and variasble costs of testing have for -the choice of a
strategy were investigated also. Since the assumptions of classi-
cal theury cannot be expected to hold exsctly in real data, the
effects on statistical tests of increesing reliebility and the
number of observetions were demonstrated empirically.

Part 1: Theoretical Development

Test Theory

In classical test theory, it is assumed that an obsexrvetion,
Xy , for individuwel 1 1is equal to his true score, Ti , plus

an error score, Ei :

-
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. test and those of the lengthened test are well known:

where the subscript K denotes the lengthened test and the sub-

(1) X, =T, +E, ,

where the expected value of E equals zero (€(E) =0) , the vari-
ance of E equals o2 , and the covariance of T with E, Op,,

equals zero (4). E

Given these-assumptions, it can be shown that:

(2) e(X) =¢e(7)
and
2 2 2
{ = =
(3) Oy = Op + Of »
vhere a}% is the variance of X and ag is the variance of T .,

If p 1is the reliability of measurement X , then the variance
of the error can be written:

(4) a§=a§(1-0)=a§%ﬂ .

If a test.is lengthened by combining K wnit-length parallel
tests, the relationships between the parameters of the unit length

2 2
(5) UTK =¥ aTl‘
(6) o§K = [K + K(K-1) p, ]a§1
(1 agx = Kogl
and
(8) Koy

k T+ &1 o,

script 1 denotes the unit length test. From the above formulas,
it is apparent that, if K is larger than one, the three variances o]
increase with ‘K : the increase is greatest for the variance of o
the true scores, least for the variance of the error. The change B
in the relative sizes of the variances is reflected in.the change
in the reliebility: as K increases, the reliability increases.
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Statistical Tests

observetions are generally considered to be free of error of mea-
surement, thet is, in the language of test theory, the observations

are true scores. The application of

In the derivation and interpretation of statistical tests, the

statistical tests to observed

scores subject to error of measurenent is in no sense incorrect or
even necessarily inappropriate: the assumptions of the statistical
tests may be satisfied by the observed scores. However, if the
hypotheses are formulated in terms of true scores and tested with
observed scores, the noncentrality parameter and- therefore the
power can be quite different from what would be expected with true
scores. Failure to reject the null hypothesis with observed scores
is not equivalent to a failure to reject the null hypothesis with

true scores.

i an ,, .
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Perhaps, one of the most commonly used statistical tests in
educational research is the F test of the analysis of variance.
In addition to being commonly used, it is well known that the F
test with one end Vo degrees of freedom is equivalent to the
two-tailed t test. If Vo aprroaches infinity, the F distri-

bution approaches a chi-square distribution.

Consider a single-factor analysis of variance. The model for
this analysis is

T, =M+A +B
(9) g =M T A

where

My is the tiue score for individual 1 in group & ; ‘ N ‘6“.%

M. is the population true-score mean,
A is the component of the true score which is due to the

effect of treatment. g , and
is the deviation of an individual's score from the group

mean, the error of analysis-of-variance model..

The Bi aretﬁgsumed to be independently'and normally distri-
buted with expected value of zero and common variance og » Over .

all possibie treatments, g , the sum of the Ag is zero and the

variance is qﬁ . Table 1 presents the expected mean squares for

this model.
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TABLE 1
-
Expected Mean Squares for a Single-Factor
Analysis of Variance of True Scores
; Source Degrees of Freedom & (MSs)
- Between G-1 n oi + 02 :
=3 2 ’
Within G(n-1) o f
Total Gn-1
3
If the null hypothesis of no difference between treatments '
(oﬁ = 0) is true, the test statistic (the ratio of the mean square ;
N between groups to the mean square within groups) is distvibuted as
F with (G-1) and G(n-1) degrees of freedom. If the null hy-
pothesis is not true, the test stgtistic is distributed as & non- -
central F with the same degrees of freedom and noncentrality e
parameter: i
2 3
(10) u no A .
T 2 -
g .;
TIf observed scores rather than true scores are used in the a
analysis, the model is '
11 X, =M+A +B, +E ’
where o
¥ Xig 1is the observed score for individuwal 1 in group g , b
. / Ey g is the measurement error for individuel i in group g, §
“ and ' b
* M, A , and Big are the same as in the true score model. i
Within each group g , the measurement error, E ig is :;%

assumed to have e normel distribution with expected value of zero
; and variance, 02 . The expected mean squares for this analysis

are shown in Table 2.
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TABLE 2

Expected Mean Squares for a Single-Factor
Analysis of Variance of Observed Scores

Source Degrees of Freedom g (MS)
2 2 2
Between G-1 n GA + OB + ovE
2 2
Within G(n-1) op + O
Total Gn~1

If the null hypothesis (oﬁ = 0) is true, the test statistic

has the same distribution as in the error-free case. However, if
the null hypothesis is false, the test statistic is distributed as
noncentral F with the same degrees of freedom but with noncentral-

ity parameter,

(12) Ny =% 3

For ag greater than zero, the noncentrality perameter for

the observed score analysis, A X’ will be smaller then the none
centrality parameter for the true score analysis, AT . Since

power for the test with given degrees of freedom is & nondecreasing
Punction of the noncentrality parameter, the power for the true-
score analysis is always g reater than the power for the observed

score analysis.

For fixed n , the relationship b<iween power and error of
meesurement can be seen by noting *that the ratio of the mean
squares divided by their expected values,

MS 2 2
Between UB + OE
. 2
MSV 2 2 2
ithin no A ~+ OB + O’E

is distributed as Central F . Power can then be expressed as




Myithin

Clearly, the larger A » the smaller the term to the right of the.
. inequality sign and the greater the power., As mentioned earlier -
. this result was obtained previously by Sutcliffe (10),

~ ‘MS_ 1)
Pr Between F . .
. 1 +A

The relationship between power and A is, of course » Qependent
@ upon the degrees of freedom, For fixed degrees of freedom the power

is a negatively accelerated function of A . As the degrees of free~
dom in the denominator (or number of persons per cell) increases R

the initia). slope. increases and also the rate of negative accelera-
tion.

The noncentrality parameter can be usefully expressed in terms
of p , the reliability of the measure and the variances of the
true score components. From formulas 4 and 12 :

: (13) AX -« 5 en O‘i 5 )

: op + (1¢) gy |
since g
" (14) as = oﬁ + o§ . é

The relationship between the noncentrality parameters for the
observed score and true-score

anelyses can be seen by substituting
formuls 10 into 13:

(15) A = 1PN
X_n-!-(l-p))\T :

SIFRERR

*

For fixed )‘I' >and n , )\X is a positively accelerated function
of p , the reliability of the scores:

ottt e 68
-

€

@8 p increases by equal

. units from zero, the increase in My 1s at first quite small but 1
' each successive increase in o results in a slightly larger ine 8
5 crease in A, . The rate of positive acceleration increases to AV
6o
If the test length is inereased by e factor of K , the -
F reliability and therefore the noncentrality parameter will increase.
If Py denotes the reliability of the wunit length test, the ob- f
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(16) | N Ako1 A :
X = W, ¥ o) g 7 1)

The effect of n and K on the noncentrality parsmeter, 7\X P
can be seen more clearly if equation 16 is expressed in terms of

2
¢T where
2
(17) b2_A.
TS 2
B
Th = np- a:
us, Ap = g and:
2
nkp 16
(18) Ay = -

X Ko, + (1-p) (¢5,2_1 +1)

The noncentrality parameter, }"X , is a strictly increasing

function of both K and n . However, the effect of increasing

n 1is relatively greater than the effect of increasing K since

K influences both the numerator, and the dencminstor whereas n
influences only the numerator. In addition, the effect of n wupon
power is increased by the change in degrees of freedom.

The Power Function

The power function for a statistical test gives the probability
that the null hypothesis will be rejected given different alterna-
tive values of the parameter. To determine the power of the F
test of the analysis of variance, one needs t¢ determine the propor-
tion of the area of the noncentral F distribution that falls in
the critical region. In the single factor analysis of variance,
the test statistic, Fo , is:

(19) e petueen
0™
MSWithin
and the critical region is defined by
F0 > Fa

where @ 1is the significance level of the test. The power function
for a given A is then given by

(20) Power = f B, (Fr) ar’
: Fa 12
8w




where Fcz is the percentage point of the F distribution with
degrees of freedom V 17 Vo and the integration is over the den-
sity function of the noncentral F distribution, F' , with

vy and v > degrees of freedom and noncentrality perameter A .

The evaluation of the power function is not simple. Methods
of evaluating the probability integral have been worked out by
Wishert (12) and Tang (11), but the amount of labor involved gen-
erally limits consideration to a few alternative hypotheses. Several
authors have presented power function curves (2, 3, 5, 8, 9).

These curves ensble one to determine quickly, if approximately, the
power for & limited number of sets of degrees of freedom and non-
centrality perameters. The most relevant of these charts for the
design of experiments are those of Feldt and Mehmoud (2) which
present curves of constant power, for power equal to .5, .7, .9,

as a function of n , the number of persons per cell, and ¢ ,

the noncentrality perameter. The charts are designed to permit the
specification of sample size for the testing of main effects in
the analysis of variance. The limited number of power curves
restricts the use of the charts to situations in which only a rough
estimate of power is required.

Overall end Delal (7) proposed a method of approximating the
power of an F test which is very appealing because of its great
simplicity. Their approximation can be denoted as F [/ Fy where

is the ratio of the expected mean square between to the expected
mean square within and Fgy 1is the critical value of the F _ratio
with a significance level of @ . It should be noted that F 1is
not the same as the expected of F since in general the expected
velue of a ratig is not equal to the ratio of the expected values.
Nevertheless, F [/ Fy is very simple to compute and can be readily
expressed in terms of the noncentrality perameter A since

(21) F=1+n.

Overall and Delal have shown that for a particular example the
ratio # / F, has a good linear relationship with the true power

kcorrelation equal .988) for a range of true power between .10 and
.60. They concluded that ¥ / Fy is a good index of power which

» . . should provide an adequate basis for compering alternative
permissible experiments." (7, p. 349). However, for values of

the true power less than .10 or greater than .80 the linear fit is
not very good. For example, the correlation between true power and

F/Fy for vi=2, v,=2,3, 4,5, 6, 8, 10, 12, 18, 30, and

60, and A=0, 3, 4, 5, 6, 8, 10, 12, and 18 is .966 wnich repre-
sents a fit that is considerably less adequate then the one repre-
sented by the correlation of .988 reported in the example by
Overall and Delal.
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The tabled velues of power given by Overall and Delal (7) and the
calculated values of / Fy &re presented in columns three and

six respectively of Table 3.

A

Use of the index F / Fy in place of the true power can lead
to erroneous conclusions about the best allocetion of resources.
However, the errors will not be serious since an allocation of re-
sources .which yields an optimal value of ® / ®» will yield a true
power which will be among the highest possible although it may not
be the absolute meximum. In general, F / F, appears %o bea
useful index: it is easy to calculate and provides a reasonable

approximation to power.

The index F / Fy does have two minor disadvantages: the
obtained values do not have the same scale as power, so the un-
modified index does not indicate the actual power level; the index
requires only simple hand calculations, but the calculations are
pased on the tabled values of Fy , so the procedure is not well

suited to the computer.

Patnaik (8) has developed an approximation to the noncentral
F which fits to the noncentral F , F' , a central F distri-
bution with the same first two moments:

pi By
(22) oj’ Py (F'|N &' = f v, (F) aF
0

where
(23) S at?
v
L
and :
+ )2
(24) N ML
- vl + 2\

The accuracy of the approximation appears to be quite good.
For those values of power for which Patnaik compares his approxime-
tion to the Tang (11) tebles, the spproximation is generally ac-
curate to two decimal places and the error in the third decimal
place appears to be simall near the tails., Patnaik's approximation
is useful only to the extent that it is possible to evaluate the
integral of the appropriate central F distribution. A computer
program written by Holloway and Capp provides one method of evalu-
ating the central F integral. This program is presented in
Appendix A as Subroutine FDIST,
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Table 3
Comparison of Methods of Estimating Power for
vl =2
Overall Curve-
v &. Dalal Patnaik Fitting ﬁ /7

A 2 Power Approximation Estimate o

0 2 .05 .05 -.04 .05

0 3 .C5 05 -.02 .10

0 L .05 .05 -.00 14

0 5 .05 .05 .02 LT

0 6 .05 .05 Ok .20

0 8 .05 .05 .06 22

0 10 .05 .05 .08 -

; 0 12 .05 .05 .10 26

: 0 18 .05 .05 .13 .28

0 30 .05 .05 .16 .30

0 60 .05 .05 e15 .32

E 3 2 Jda2 .12 .13 .20

: 3 3 15 15 o17 A2

- 3 h .18 .18 .19 .58

:T- 3 5 .19 .19 o2l .70

3 3. 6 21 21 23 .78

z 3 8 023 023 025 090

3 10 24 24 27 .98

] 3 12 .25 25 9 » 1.03

3 18 27 27 31 1.13

: 3 30 .28 .28 .34 1.20

3 60 .30 .30 .32 1.27

- L 2 o1k o1k LT .26

L 3 .19 .18 .21 .52

3 4 b 22 22 24 .72

- 4 5 .2l .2k .26 .86

- L 6 .26 .26 .28 .98

. - b 8 .30 .29 31 1.12

. h 10 31 .31 .33 1.22

a 4 30 .37 .37 .39 1,50

b ! 60 «39 1.58
.
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Table 3 (Cont'd)

Patnaik
Approximation

016
.22
.26
.30
.32
.36
.38
.40
43
A5
AT

.18
.25
31
35
.38
A2
U5
R
.51
oS4
.56

.22
.32
-39
U5
R
.5k
.58
.60
.64
.68
.70

.32
35
37
U4l
o, l"3
.45
- 48
.51
.48

.3k
-39
43
.46
. 50
.53
55
.59
. 62
. 60

1.36
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Table 3 (Conu'd)

Overall Curve
v & Dalal Patnaik Fitting g /7
A 2 Power Approximation Estimate o
10 2 .25 .26 .31 .56
10 3 .38 .38 .39 1.16
g .10 L AT R 15 1.58
E 10 5 53 Sk .50 1.90
10 6 .58 .58 .53 2.1k
10 8 .65 .65 .59 2.46
B 10 10 .68 .68 .62 2.68
10 12 .71 Tl .6l 2.83
y 10 18 .15 - T5 .70 3:10
10 30 .79 .79 .73 3.31
' 10 60 .81 81 T 3.49
- 12 2 .30 .30 .34 .66
’, 12 3 il RV ik 1,.36
3 12 5 61 .62 5T 2,25
12 6 67 67 .61 2.5
12 8 .73 .73 67T . 2,91 L
12 10 7 ST .T1 3.17 -
4 12 12 .79 .80 . Th 3.34 1
2 12 18 .83 84 .80 3.67 :
& 12 30 .86 .86 .8k 3.91 %
12 60 .88 .89 .82 4,12 1
18 2 . 039 o""o o)‘l'l 097 ) g
18 3 .59 .59 .57 2.00 :
L ol .72 .68 2.74 ]
5 .79 .79 .76 .3.29
6 .8l .8k .82 3.70
8 .89 .89 91 4,26
10 .92 .92 T 4 64
12 9h 9k 1.02 4,88
18 .96 .96 1.09 5.36
30 97 97 1.15 5.72
60 .98 .98 1.15 6.02
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The Patnaik approximation and Subroutine FDIST were used to
obtein the power estimates reported in column four of Table 3. In
only 12 of the 99 power estimates based on the Patnaik approximation
in Table 3 is there a difference between these values and the
tabled values given by Overall and Dalal (7) as large as .0l. Con-
sidering that both the tabled values and these estimates have been
rounded to the nearest hundredth there is for all practical purposes
no difference between the estimates and the tabled values in (7).

It should be noted that the value of V which was calculated
by formula 24 was rounded to the nearest integer before evaluating
the integral of the central F distribution. Presumably, the
accuracy of the power estimates would be slightly improved by
using fractional values of V, however, in view of the accuracy
obtained for the example in Table 3 this may be unnecessary for
practical purposes.

In an attempt to determine an easily manipulated function
relating power to degrees of freedom and noncentrality parameter,
the least-squares method was used to fit power values to functions
of the parameters. Primary attention was devoted to the power

function for \’1 =2 . A total of 99 power values were used: the

88 values tabled by Overall and Dalal (7) for A =3, 4, 5, 6, 8,

10, 12, and 18 and for v, =2, 3, 4 5, 6, 8, 10, 12, 18, 30, and

60; and 11 values of .05 for which A = O where v, was the
same as the tabled values.

For the curve fitting, 4>2 and n were substituted for

V2 and A:
(25) Y%
n " vy + 1 +1
(26) 62 = i/n .

2 .
Then various functions of n and ¢ were used in the least-
squeres equations: powers of the parameters ranging from 1/2
to 3, cross-products, and natural logarithms,

The simplest equation with the fewest terms which resulted
in the highest correlation with the tabled values was

(27) Power = =10.57 - 1.15n - 8.5#452 + 5.)-r3nd>2 + 16.23 log
[n(¢%+1)]

-14-
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The above equation resulted in power estimates that had a
correlation of .9812 with the tabled values of ‘Overall and Dalal
that are presented in Table 3. These estimates are reported in
column five of Table 3. In addition the same equation provided &
reasonable £it to the Overall and Delal power values for v, = 1l

(r = .959) and v, =1 and 2(r = .961). .

.
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Using this equation for the values for vy = 2 , the largest

, discrepencies between predicted and true values occurred for large

%’ values of n and ¢2 where the estimated power was greater than
= one. If & value of 1.0 is substituted for the estimated power

: ' values larger than 1.0, the largest discrepancy between predicted

E and true is .106. This degree of accuracy might be sufficient for

q some purposes. The accuracy evaluated by the correlation is greater
than that of Overall and Dalel's ¥ / F, within the range studied,
and the scale is the same as power. However, the computation of

the function is far more difficult than F/F ab , although many

values of the function can be quickly computed by a very simple
computer program.
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Curve fitting as an approach to the power function should not
be abandoned. The power functions are not complex curves and there
is every reason tc believe thet e reasonable function can be ob-
tained. Minimizing the squares of the residuals is perhaps not
b the most eppropriate criterion; other criteria should be considered.
3 In addition, future work should use more power values for large
n and ¢2 so that the asymptote of the power function has better

representation.
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i Tt is obvious that an experimenter can always increase power
by increasing K andf/or n . However, in any practical situation,
the experimenter has only 1imited resources.at his command end
would like to be able to design the experiment so that the power
is meximized within the constraints imposed by the available re-
gsources. Generally, the experimenter cennot increase both n

and K : if K is increased n must be decreased.
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Let C denote the total cost per group of the experiment and
assume thet this cost is the same for all groups. Following the

Jesd of Crorbach and Gleser (1), it is useful to assume that the
M - cost is the same for all subjects and that this cost per subject

3 consists of a fixed cost, C_ , which is independent of test

length and & cost per test unit, Cl . The cost per group,
is then given by: ,

Sy . L
SRRt R
[ ]
A SE NN

C,

ol

(28) ¢ =n (C, +KC,)

F=
b
2493
3
3
2
I
X
24

«15=-

e bR e

Cas e
i

D T )




B g g

N
ok T P AP EA ﬁ“k"ﬁ""‘"f""

RS O AT A

-
N

<

3t

5y
;

!
{
{

SR g b seitnsimplindns Mz
SRRES A s A0

)‘“

MRS

oy b ATy

RESY

O A P

o it s

: > [’ .
™ »15'6)'4.2'\‘ s " >t des Lol 8 " . - W s
AT RIS A TR e i C L SR SN I

where n 1is the number of people per group and K is the length
of the test. Factors which contribute to the fixed cost, Co 9

might be length of time required to give instructions and cost of
bringing the subject to the testing center. The variable cost,

Cl ’ would be dependent upon factors such as the per-~item scoring

costs and costs of subject time, There is no real provision in
this model for test development costs which would be a function
only of K , the test length. This cost model implies that for a
constant cost per cell a change in test length, from K to K¥
must be accompenied by a change in the number of subjects per cell
from n to n¥* where
n (C_+ KC
o

(29) . 1)
- Co + K*Cl

For any given n , one can solve formule 24 for the maximum

allowable K,
C~-ncC
(30) K 0

!

In the special but rather unrealistic case where (:‘D is

equal to zero, the most efficient allocation of resources will

always be achieved by setting K equal to one regardless of the
test reliability. This conclusion wes drawn by Overall and Dalal

(7). This can be seen by noting that for Co = 0 , the cost per

cell, C , is a constant as long as the product nK is a constant,
and for & fixed product, nK , not only is the noncentrality
perameter maximized for K=1 but so are the degrees of freedom.

Allocation of Resources

To provide the researcher with a method of evaluating the
relative effectiveness of increasing sample size and increasing
test length, two computer programs were written in FORTRAN IV,
Listings of the programs are presented in Appendix A. These
programs handle only the limited case of & single factor analysis

of variance.
Each progrem reads six perameters:

1 PHITRU -- the ratio of the variance of the effects to
the variance within. This parameter has been denoted

above as q;% ,

2 COST -~ the total allowable cost per group, denoted C
above,

=16~
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CZERO =~ the fixed cost per test, denoted Co above,

L CONE — the variable cost, that is, the cost per test
unit, denoted C1 ’

5 REL == the reliability of -the unit-length test denoted
Dl )

6 VI -~ the degrees of freedom for the numerator of the F
ratio (number of groups minus one), denoted vy .

Each of the two programs then computes the maximum number -
of persons per cell permissible within the cost constraints. For
each sample size from two to the meximum, the corresponding maxi-
mm K is calculated. The Ax 1s estimated by using formula 18,

Both programs then estimate the power for each of the permissible
combinations of n and K . All of the power estimates are
printed to permit the identification of the combination of =
and K which yields the maximum power.

The first program, "Allocation of resources based on leaste
squares fit of power function," uses the approximation given by
equation 27, This is extremely rapid and can compute power esti-
mates for meny combinations in a few seconds. The output of this
program consists of the input parameters and K, n , v Voo,
cbi ’ Ax » and power., Sample compuyter printouts can be seen in
Appendix B. ,

The second program, "Allocation of resources using the
Patnaik approximation," is based upon the noncentral F ap-
proximation devealoped by Patnaik (8) and presented in equations
22, 23, and 24 above. A subroutine FDIST, written by Holloway
and Capp and revised by McKelvey (See Appendix A) was used to
obtain both the critical F value ( F, ) and to evaluate the
integral of the central F distribution employed in Patnaik's
approximation of the noncentral F distribution. Sample output
from this program can also be seen in Appendix B. In addition to
the output of the first program, the values of v in equation
2i end F, for each permissible combination of n and K are
printed, This second program takes significantly more time than
the first program: each of the estimated power values requires
about four seconds to compute on the IEM TOL.

A comparison of the two methods of estimating power is pro-
vided in Table 3. Table 3 also includes the,velues of power given
by Overell and Dalal (7) end the values of 'F / F, , the power ap-
proximation suggested by Overall and Delal (7). As noted before,
the scale for [/ Fo is not the same as scale for power. If a

-17~
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correlation is used as the measure of the goodness of the approxi-

mation, the methods of power can be ordered: $/7ry,, r=.966;
least-squares, r = .981; end Patnaik, r = .9999 . Considering
the size of the discrepancies between the est’ zated and true values,
the Patnaik approximetion is clearly superior to the least squares.
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Teble 4 presents the power estimates computed by the two pro-
grams under three different cost conditions. The total cost, C,

is 3000 pl = ,10 and Vl = 2 in all cases. Under the first condi-
tion Co =0 , and Cl = 100 .. Under these conditions, power is

maximized by increasing sample size to the maximum allowable given
the cost constraints, which for all cases represented in Tevle L

is 30. The estimates based on the Patnaik approximation accurately
reflect this fact. On the other hand, the least-squares estimates
erroneously decrease for the largest values of n , but the errors

in the estimated power are not large. It is interesting to note

thaet the meximum power in this first, cost condition is much lower
than in the other two cases: the large cost per test unit (Cl = 100)

does not permit the use of a very reliable instrument,

In the second and third cost conditiens, the maximum power is
achieved with a smeller sample size then in the first condition.
Tn these two cases the differences between the allocations based
on the two approximations are minimal. However, the differences
in the power estimates are not necessarily trivial.

Conclusiong

Of the three approximmtions to the power function that were
investigated, the one based on the Patnalk approximation and using
the FDIST program to compute integrals of central F distributions
was by far the most accurate procedure. The only diseadvantage of
this method is thet it requires considerably more computational
time than the other two estimeisions methods considered.

The least-squares approximetion to the power function which
was developed hes the advantage of greas computational speed.
However, the method hes two major disadventages In its present’
state of Gevelopment; the approximation is limited to the case
of two degrees of freedom in the numerator, and the power esti-
mates are not sufficiently accurate for meny purposes. In view
of the computationsl ease of this approach, it is considered %o
be a potentially useful line of future research. 1f sufficiently
accurste estimstes could be obtained with a relatively simple
function, a major adventage of this approach would be that the
Punction could be dealt with analytically more readily than the
integrals of the noncentral F distribution.
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Table U

Estimated Power for C = 3000
= .10, v, T 2

Least-Squares Estimates based on
Estimates Patnaik.Aggroximation
C, 0 80 90 0 80 90
n Cl. 100 20 10 100 20 10
2 .15 .35 A3 .14 .33 A3
3 .22 .52 .69 .19 .55 T4
i .25 .61 .86 .22 67 87
5 .28 67 97 24 .73 .92
6 .30 .70 1.0k .25 .76 .94
7 .31 72 1.09 .26 7 .95
8 .32 73 1.11 27 .78 .96
9 33 .73  l.12 27 .78 .96
10 .33 72 1.12 .28 .78 ,96
11 33 J1 1.1 .28 .76 ;gg
12 .3k .70  1.09 .28 .75 .9
13 o34 69 1,06 .28 T4 .96
14 ;3% 67  1.04 .29 .73 Ok
15 .3 .65 1.00 .29 .72 .94
16 .33 .63 97 .29 .T1 .93
17 .33 .61 .93 .29 69 .91
18 033 59 .89 .29 .65 .90
19 .33 .56 .8l .29 .63 .89
20 .32 .54 .80 .29 61 .85
21 .32 .52 .75 .30 .59 .83
22 .31 149 .TO .30 .57 .78
23 .31 L6 .65 .30 .52 .75
24 .31 Lk .60 .30 .50 .72
25 .30 A1 .5k .30 AT .65
26 .30 .38 L9 .30 Lk .60
27 .29 .36 ol .30 A1 .52
28 029 033 038 030 036 o)'l'6
29 .28 .30 .33 .30 «33 .38
30 27 27 27 .30 .30 .30

8ne maximum value (based on three decimal places) in each
column is "wnderlined.

~19-
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The Overall and Delal (7) method of estimating power, F / Fg, is
computationally most simple and is the only one of the three methods
that is well suited to hand calculations. As previously noted, this
approach does not yield the same scale as power, and the estimates
are much less accurate than those based on the Patnaik approximation.
It would be feasible, of course, to write a computer program which
uses a subroutine such as FDIST to compute F,, and then compute
and rescale F / F, as a means of obtaining power estimates. Such
8 jrogram presumably would have about twice the speed of the Patnaik
approximation progrem since it would involve only half as many
integral evaluations, however, the accuracy of these estimates would
not match the accuracy of the Patnaik approximation.
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Computer programs were written to determine the most efficient
allocation of resources. The two programs are based on the Patnaik
and least-squares approximations, and the Patnalk approximation is
distinctly superior to the least-squares approximation. It is clear
from the sample problems presented that differences in the relative
megnitude of f£ixed and variable cost result in different optimum
allocetion of resources to test length and sample size. The results
are in egreement with the conclusion of Overall and Delal (7) that
the meximum power under conditions of zero fixed cost is always
obtained by increasing the sample size to the maximum permissible,
Under the more realistic condition of nonzero fixed cost, however,
the maximum power is generally obtained with less than maximum
permissible sample and corresponding test length which is greater
then the minimum unit length test.

A " *a
0 g £ 00 AP Y R | . gat
AR SO AR e R A T S K e

Sk ot

1Y

o

R A R e ] N

o LR R
" RTFHAN

RO
&
®

j
PR D

.
H 2’:
Y

_,\
Ao
3
]

e

R

,
i

169
oy
e
B
O,
&
by




Part II: BEmpirical Demonstration

Purpose

The preceding theoretical development has been based upon the
assumptions of classical test theory. Because the assumptions of
classical test theory cannot be expected to hold exactly in real
data, the effects on the power of statistical tests of changing sam-
ple size and test length were demonstrated empirically.

*

Method

Subjects: The subjects were 4885 eleventh-grade students who
had participeted in "A Study of Academic Prediction and Growth" a
nationwide study sponsored by the Educational Testing Service.

The subjects were divided into groups to permit the study of
group comperisons. A two-group division was provided by sex: 2293
males and 2362 females. A three-group division was arbitrarily
made by dividing subjects into three groups of approximately equal
size on the basis of the mean scores of students in different types
of schools. (Schools were divided into nine types for the original
study.) The type of school, itself, would have provided & more
interesting set of groups for study, but the differences in mean
scores were too small. The sizes of the three groups were: low-
scoring, 2105; middle-scoring, 1276; high-scoring; 1489. The
totals for the two-group and three-group divisions are not the
same: subjects with a missing or inappropriate group designation
for sex or type of school were eliminated from that analysis.

Measures: In 1961, the subjects responded to 190 verbal
type items of the School and College Ability Test (SCAT) and the
Sequential Tests of Educational Progress (STEP). These items
measure verbal aptitude, reading achievement, and writing achieve-
ment., These items were considered to belong to a single item
pool.

Procedure: The 190 items were scored to provide each sub-
ject with a "true" score. All of the subjects in each of the
groups defined above were considered to form a population of
interest. The distributions of the true scores were then analyzed
for these populations.

To show the effect of the error of measurement on the distri-

bution of the test statistic, items and persons were sampled from
the populations according to the scheme presented in Figure 1.
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FIGURE 1

Sampling Matrix:
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b

(Number of Samples Drawn for Each Test Length and Semple Size)

Vo

n
(v s

: Items

3 10 20 ko
£ 3

Persons 200 200 200
p: Per

R Tt

Tests were created by rendomly sampling 10, 20, or 40 items
from the total of 190. Samples of persons were created by randomly
drewing four or eight persons from each group. For each sample
of persons, the items that comprised a single randomly generated
test were scored. For each of the designs involving four persons
per group, a total of 200 samples were drawn and for each of the

designs involving eight persons per group,a total of 100 were drawn.
After the randomly generated tests were scored analyses of variance
were performed and the distributions of the F statistics were

plotted.

Results
Population perameters for each group are presented in Table 5.
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TABLE 5

R

Group True-Score Parameters o

Mean Standard Skewness Kurtosis

T p—

T D AR PR L A

Deviation

Male 105.2 33.0 -.335 -.759
Sex 4
Female  112.6 3L.2 -.026  -.933
Low 99 .k 31.0 125 -6k
Scores Middle 108.4 32.2 -.100 -.880 %
High 122.2 30.5 -8k -.48h
.
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Within each set, the two-group and the three-group, the means are
different, the standard deviations comparable, and the measures of
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skewness and kurtosis appropriate for the assumpbtion of & normal
population distribution. The measures reported for skewness and
kurtosis are:

3
(31) Skewness = & (?2- T)
NoT
5 (T - B
(32) and  Kurtosis = N =3
No,
T
where: T 1is the score on all 190 items for a given subject,
T is the group mean, and
O is the group standard deviation.

For & normal population these measure of skewness and kurtosis should
be zero.

The results of the analyses of variance are presented in
Table 6.

TABLE 6

Population True-Score Analyses of Variance

Iwo=Group Anslysis

Source af SS M E
Between 1 64,025 64,025 62.07
Within 4,653 4,799,809 1,031

Total 4,654 1,863,834

Three-Grcup Analysis

Between 2 453,338 266,691 232.96
Within 4,867 4,735,485 972

Total 4,869 5,188,823

For the two-group analysis (sex) an F ratio of 62.07 with one and
4653 degrees of freedom was obtained. Although in e sample this
would obviously be a highly significant F value, the value of ¢2

is only .0133. Thus the values of A, are only .0532 for the °

designs with four persons per group and .1064 for the designs with
eight persons per group.
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The F-ratio for the three-group analysis of variance was 232.96
with two and 4867 degrees of freedom. This corresponds to a value

of ¢§, equal to .0957. The values of AT are .3828 and .T656 for
designs with four and eight persons per group respectively.

The distributions of the observed F ratios for the two-group
analyses are presented in Figure 2. For two groups and four persons
per group there are one and six degrees of freedom and, for a= .05
the critical F wvalue is 5.99. With two groups and eight persons
per group there are one and 14 degrees of freedom and the critical

F velue for o= .05 is 4.60,

The six distributions shown in Figure 2 do not differ markedly
from each other. All six distributions are "J" shaped. For the
four-person design there is a steady decrease in the number of F
ratios at the low end of the scale as the number of items is increased.
In the distributions for eight people the decrease in low values
of observed F ratios appears when the number of items increases
from 10 to 20 but for 40 items the unusually large number of cases
in the lowest interval destroys this trend.

In Figure 3 the comperable distributions of observed F
ratios for the three-group analyses are 4.26 and 3.47 for designs
with four and eight persons per group respectively. The degrees
of freedom for these anslyses are two and nine for four persons
per group and two and 21 for eight persons per group.

The distributions in Figure 3 are much less "J" shaped,
more nearly symmetrical, than their counterparts in Figure 2.
The distributions do not change systematically in the four-person
designs as the number of items is increased. In the eight~person
designs there is some tendency toward larger F ratios as the
number of items is increased. The most noticeable difference is
between the four- and eight-person designs: larger F ratios are
observed in the eight- person designs.

In Table T, the proportion of observed F ratios that exceed
the critical velue (¢ = .05) for each experimentel design are
reported. In all but one of the 12 experimentel designs the "ob~-
served power" is greater than .05. The observed power is greater
in the three-group design then in the two-group design. Within
each design there is generally greater observed power for the eight-
then for the four-person designs and observed power tends to in-
crease as the number of items is increased.
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TABLE T

Observed Power

Items
10 20 40

Two~-Group Anslyses

L .055 .085 .085
Persons

8 .080 040 .080
Three-Group Analyses

L .080 105 130
Persons

8 150 160 150

Discussion

The empirical distributions of the F ratios presented in
Figures 2 and 3 do not contain enough date points to provide very
smooth or very steble results. It is clear, however, that the
probability of detecting a population true score difference by the
methods used is not great.

For the twWo-group anslyses, the population true score non-
centrality perameters, MAp » are only .0532 and .1064 for the
four- and eight-person anaelyses respectively. The values of Ax
are even smaller, The variance of the group effects, qi , is in

each caese 13.75. Relative to the within group variance of 1031,
this varisnce is very small and in view of the AT values one

would not expect the power to be much greater than .05 and it was
not.

For the three~-group analyses, the population true score non-
centrelity parameters, A, , are .3828 and .7656 for the four- .

and eight-person aneslyses respectively. While not large , these

values are on the order of eight times as large as the corresponding
AT values in the two-group analyses and the degrees of freedom for

both numerator and denominstor are larger for the three-group analyses
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than they are for the two-group analyses. The variance of the group
effects, qi , 1s in each case, 93.01, The theoretical power for

the three-group analyses would be greater than for the two-group
analyses, but it would still be less than .10. The observed power
which is reported in Table T was greater for the three-group analyses
than for the two-group analyses.
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Although the true score population differences were small in
both exampies, the differences could be of psychological or educa-
tional importance. But it is clear that differences of this magni-
tude are not likely to be detected with samples of the size used
in these examples.
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Conclusions

by

LS

The empirical demonstration of the effect of error of measure-
ment of the power of statistical tests was limited by the smell
population true score differences among the groups. The expected
trends were not clearly demonstrated but some indication of in-
creesing power with increasing relisbility of the instrument aund
with increasing sample size were observed. The effect of increasing
n appeared to be relatively greater than the effect of increasing
K which is in sgreement with theoretical expectations.
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The most striking feature of the demonstration, however, wes ;%
that the population mean differences which are reported in Table 4
and which appear to reflect the magnitude of differences in which
the educational resesrcher is often interested have little chance
of being detected with the four- or eight-person designs studied
here.
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- The purpose of this research was to study the effect of error
i of measurement upon the power of statistical tests. Attention was
_? focused on the F test of the single factor analysis of varience,
i Formules were derived to show the relationship between the non-

4 centrality perameters for analyses using true scores end those

A using observed scores. The effect of the relisbility of the
measurement and the sample size were thus demonstrated. The as-
sumptions of classical test theory were used to develop formulas
A relating test length to the noncentrality perameters.
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Three methods of estimating power for different conditions of
semple size and test length were studied. The three methods were:

¥ | F, suggested by Overall and Dalal (7), & least-squares approxi-

mation, and en approximation based on the work of Patnaik (8) °
The approximation besed on Patnaik's work was significantly more
accurate than the other twc methods but required more computational

tinme.

The cost of an experiment was analyzed in terms of a fixed
cost per subject and a variable cost dependent upon test length.
Computer programs were written to use the least-squares approxi-
mation and the approximation based on Patnaik to estimate the
power under all permissible allocations of resources to sample
size and test length. The program results indicate which of the
permissible allocations will result in maximum power.

To demonstrate empirically the effect of error of measure-
ment on the power of statistical tests, samples of persons and
items were randomly drawn from a large pool of data. Tests of
10, 20, and 40 randomly drewn items were scored for samples with
four- and eight-persons per group. The expected trends were
present but not definitive.

Skstadead

o
Ao

3,

WA

:’;-s'i;h -

oo
st

Rt B 3
o g

R
7aie

R

R

RS A Y

)t\ 2



References

l. Crombach, L. J.; and Gleser, Goldine C. Psychological Tests
and Personnel Decisions. (2né =d.) Urbana, Illinocls:
University of Illinois Press, 1965.

2. Feldt, L. S.,, and Mahmoud, M, W. "Power Function Charts for
Specification of Sample Size in Analysis of Variance."
< Psychometrika., XXIII, September 1958. p. 201-210,

3. Fox, M. "Charts for the Power of the F-Test."” Amnals of -
Mathematical Statistics. XXVII, June 1956. p. LOL-L4OT,

4. Gulliksen, H. Theory of Mental Tests. New York: John Wiley
& Sons, Inc. 1950.

5. Lehmer, Emma, "Inverse Tables of Prouabilities of Errors of
the Second Kind." Annals of Msthematical Statiztics.
XV, December 194k, p. 388-398.

6. Lord, F. M. Item Sampling in Test Theorv and in Research
Design., Research Bulletin 65-22, Princeton, N. J.,
Educational Testing Service, 1965.

T. Overall, J. E., and Dalal, S. N. '"Design of Experiments to
Meximize Power Relative to Cost," Psychological Bulletin,
IX1V, November 1965. p. 339-350.

8. Patnaik, P, B, "The Non-Central X2 and F-Distributions and
Their Applications," Biometrika. XXXVI, June 1949,
po 202-2320

9. Pearson, E. S., and Hartley, H, O. "Charts of the Power
Function for Analysis of Variance Tests, Derived from
the Non~Central F-Distribution," Biometrika. XXXVIII,
June 1951. p. 112-130.

10. Sutcliffe, J. P. "Error of Measurement and the Seusitivity of
a Test of Significance," Psychcmetrika. XXIII, March 1958,

p . 9""17 .

1l. Tang, P. C. "The Power Function of the Analysis of Variance
Test," Statistical Research Memoirs. II, 1938. p. 126-149,

12, Wishart, J. "A Note on the Distribution of the Correlation
Ratio," Biometrika. XXIV, November 1932. p. 441-U456.

~30~-




APFINDIX A

FORTRAN Program Lists
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c ALLOCATION OF RESOURCES BASED ON LEAST SQUARES FIT OF POWER
c FUNCTION

1 CONTINUE :
READ 54 PHITRUs COSTs CZEROs CONESREL ' V1

5 FORMAT( F5els 3F5¢09 FS5e¢29 F540)
IF(PHITRU) 99,99:88

88 CONTINUE
PRINT 6s PHITRUs COST» CZEROs CONE sREL s V1

6 FORMAT{1Hl, F5els 3FT7e0s F5e2y F540)

PRINT 7»
7 FORMAT (99H0o : K - N NU1l NU2 0B PHI*%2 OB$ A

1LAMDA POWER ' ' )
NMAX = COST/U CZERO + CONE) :

DO 20 N= 2,MMAX

PEOP = N

XK = (COST -~ PEOP*CZERO)/(PEOP*CONE)

PHIOB = (XK * REL*PHITRU)/ (REL*¥XK + (1.0—REL)*(PHITRU+1.0))
POWER = «10e57 ~1.15%PEOP —8,54%PHIOB +5.43*PHIOB*PEOP T
1 15623 +ALOG(PEOP* (PHIOB+140)) :
POWER =: - POWER/100.

q
3
jor,
2
53
23
Pt

. XLAM = PEOP*PHIOSB .
o V2 = 3%( N-1) : ~
3 IVl = vi : L
D Iv2 = V2
E PRINT 10s XKsNs IV1s IV2s PHIOBs XLAM  POWER

A 10 FORMAT (Flle3s 3110s 4F10.3) ‘

- PUNCH 11 oXKoNsIV1sIV24PHIOBXLAMPOWER

11 FORMAT (F8e393163s4F8e3)
20 CONTINUE

50 TO 1
99 CONTINUE

END |
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ALLOCATION OF RESOURCES USING THE PATNAIK APPROXIMATION

CONTINUE

READ 5, PHITRUs COSTs CZEROs CONESREL V1
FORMAT ( F5e¢l9 3F5409 F5:29 F500)
IF(PHITRU) 99,99,88

CONTINUE

PRINT 65 PHITRUs COST» CZEROs CONE »REL

FORMAT({1Hl, F5ely 3FT7e09 F5.2)

PRINT 7» '

FORMAT (90HO K N NU1 NU2 NU 0BS
1PHI*=2 0BS LAMDA FALPHA POWER ) ’

NMAX = COST/( CZERO + CONE)
DO 20°'N= ZQNMAi
PEOP = N
XK = (COST - PEGP*CZERO’/(PEOP*CONE)
PHIOB = (XK # REL*PHITRU)/ (REL#XK + (IOO'REL)*(PHITRU+1§O’1
XLAM = PECP*PHIOB
= 3%( N-1) ‘
PHI'= SART (PHIOB)
Iv2 = V2
FALPHA.g 00_
CALL FDIST(2s1V2sFALPHAS+95)
GALPHA = FALPHA
PRIOB = PEOP*PHIOB
SCALE = (2,4PHIOB)/ 2.
FALPHA = FALPHA/ SCALE
V' ({ 2. + PHIOB)**Z)/ (2e+20 *PHIOB)
A V+ 05
Iv = V
PROB = Qe
CALL FDIST (IVsIV2s FALPHAs PROB)
PROB = 1.0 -~ PROB
IVl = V1
Ive = V2
XYLAM = PHIOB
PHIOB = PHIOB/PEOP
PRINT 70s XKsNs IV1ls IV2s Vs PHIOBs XYLAM, GALPHA, PROB
FORMAT (F10e3+311095F10e3)
PUNCH T1eXKoNsIV1sIV2,VePHIOBsXYLAM, GALPHAoPROB
FORMAT (F8, 3931695F3.3) .
CONTINUE
GO TO0 1
CONTINUE
END
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Yo7
108

109

110
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21
215

24

SUBROUTINE FDIST (MM,sNNsFXsPROBX)

CLARK HOLLOWAY AND WeBo.CAPPs AUGUST 31,1959
REVISED APRIL 151961 ReJoMCKELVEY
DIMENSION B(2) '

NOUT=6 ' '

SF = 0«0

SPROB 3000

F=FX

PROB=PROBX

M=MM

N=NN

IF(F) 7691064100

SF= F

IF (F~1.0) 101ls 1015105
XM=M

XN= N

LOW
FLO = F

PLO = 040

DELTA=FLO/500.0

GO TO 21

FLO=1,0/F

XM= N

XN= M

oW = 0

GO TO 102

SPROB = PROB

IFIPROB) 769765107

IF (PROB- 0+5) 108,108,110
XMeM

XN=N"

LOW= 1

PLO = PROB

FLO = 0.0 -
DELTA=PLO/200+0

GO TO 21 '
IF(PROB=1+)111576976

XM=R- .

XN=M

LoW = o

Yo N ?0

PLO = 140 - PROB
GO 'TO 109
FACTL=000
FACT=1,0
8(1)3(XM”2’3’/200
B{2)=(XN=2¢0)/240
Az (XM+XN=2e0) /240
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241
400

242
410
243
261

262
263

264
265

255

2644
251

830
26

281
282
283

284
36

37
50

51
52

375
38

381
382
383

IF(A-0621400976+242
FACT = 0031830989

GO TO 283 ‘
IF(A=0o7)410+769243
FACT"-’O.B

GO TO 283

DO 245 1=1,2 ‘
IF(B(I)=0e712619769245
IF(B(1)~0e2)2649769262
FACTzFACT/OoB86226925
B(1)=1,0 '

GO TO 245
IF(B(I)+O.2)265’769263
FACT= FACT/107724§3850
GO TO 263 '

CONTINUE
IF(A-De7)281976+251
FACT=FACT*A/(B(1)%*B(2))
IF(FACT¥999999990)8309283,283
IF(FACT~ 100E~8)283’283’26
A=A°’1 0 ‘

B(1)%B(1)-1.0 -
B(2)=B(2)-1.0

GO TO 243
IF(A~0021283576+282
FACT=FACT%*(Q 886226925
FACTLzFACTL+ALOG(FACT)
FACT=1,0 =~
IF(A~0e7)28%976926
Y1=FACTL+(XM/2¢0) *ALOG(XM/AN)
Y2=(XM=2.0) 720
Y3=(XM+XN) /2.0
F=DELTA/2¢0

CUM=0.0 h

HFDL=Y1+Y2%ALOG(F)~Y3%ALOG(1+0+XM*F/XN}+ALOG(DELTA)

IF(HFDL+204)50951951"
HFD=0.0

GO TO 52

HFD=EXP (HFDL)
CYM=CUM+HFD
F=F+DELTA"
IF(F-FLO)37+37,38
IF(PLO)T76939,381
IF(HFD) 7693844382

IF(ALOG(PLO)-HFDL-“-604)383’384,384

DELTA=DELTA/240
6o 10 36
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384
39

40
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42
&3
44

45
49

IF (CUM=~PLO) 37539539
FLO=F~DELTA
IF(SF) 7694340
F = SF

IF(LOW) 76542541
PROB = CUM

GO TO 49

PROB = 1,0~ CUM
GO TO 49

PROB = SPROB
IF(LOW) 76345544
F = FLO

GO TO 49

F = 1.0/FLO
PROBX=PROB

FX=F

1000 RETURN
76 WRITE (69176)
176 FORMAT (10Xs36HCOULD NOT WORK F DISTRIBUTION WITH

GO TO 1000
END

MMoNNsFX s PROBX

1(1691HsI6951H9E1310691H9EL3,691H)}

AR
8 prca

Ak

VAR
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APPENDIX B

Semple Program Output

Source POLS

Program using least- B-1
squares approach

Program based on Patnaik Bl
approximetion
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100 3000

K

15,000
10.0600
T¢500
6000
5000
42286
3750
3.333
3000
2727
20500
2308

26143 -

2.000
1.875
1,765
14667
1.579
1.500
1. 429
1.364
1304
1,250
1,200
1,154
1,111
1,071
1G24
1000

0 100

=

VO~ WN

NUl

NNNNNNNMNNNNRNNNNDNNNNNNNNNNDNNNDNDNNDN

10

2

NU2 OBPHI*%#2 OB LAMDA POWER

3
6
9

12

15

18

21

24

27

30

33

36

39

42

45

48

51

54

57

60

63

66

69

72

75

78

£1

84

867

1.316
0917
0e 704
0571
0e481
0415
0365
0326
0294
0268
0246
De228
0212
0198
0186
0175
0el66
0157

0149

0e142
04136
04130
04125
04120
04115
0.111
00107
04103
0e100

~Bl~

24632
2752
2817
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