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IN ATTEMPTING TO DEFINE "SYNTACTIC VARIABLE," THE AUTHOR
N BASES HES SISCUSSION ON THE ASSUMFTION THAT SYNTACTIC .FACTS
w0 ARE A COLLECTION OF TWO TYFES OF RULES--CONTEXT-FREE PHRASE
¢ STRUCTURE RULES (GENERATING UNDERLYING OR DEEP FHRASE
w MARKERS) AND GRAMMATICAL TRANSFORMATIONS, WHICH MAP
e UNDERLYING FHRASE MARKERS ONTO SUFERFICIAL (OR SURFACE)
o3 PHRASE MARKERS. THE THESIS FPRESENTS A SET OF CONSTRAINTS ON
N VARIABLES--UNIVERSAL AND LANGUAGE-PARTICULAR--ANC DISCUSSES
L HOW THEY AFFECT SYNTACTIC RULES. HE POINTS OUT THAT CHOMSKY'S
A-OVER-A PRINGCIFLE IS BOTH TOO STRONG AND TOO WEAK, BECAUSE
THE FRINCIFLE CANNOT BE EXTENDED TO ACCOUNT FOR THE FHENOMENA
WHICH THE AUTHOR CALLS “SYNTACTIC ISLANDS.* THE ENTIRE
— DISCUSSION CENTERS AROUND RULES AND CONSTRAINTS: WHICH ARE
4 ACTUALLY LIMITS ON THE POWER OF VARIABLES THAT CAN AFPFZAR IN
CERTAIN TYPES OF RULES. IT IS SHOWN THAT CONSTRAINTS,
N ESCECIALLY WITH THE NOTION OF “COMMAND ,* DIVIDE FI’RASE
. MARKERS INTO "ISLANDS," SUGGESTING THAT THESE “ISLANDS®
3 BEHAVE LIKE PSYCHOLINGUISTIC ENTITIES. THE AUTHOR FREFERS TO
MAKE THE RELATIONSHIF BETW.EN GRAMMATICALITY AND
ACCEFTABILITY MORE ABSTRACT THAN PREVIOUSLY ASSUMED BY
3 TRANSFORMATIONALISTS. THIS THESIS WAS FREFARED AS PARTIAL
o] FULFILLMENT OF THE REQUIREMENTS FOR THE DEGREE COF DOCTOR OF
PHILOSOPHY AT THE MASSACHUSETTS INSTITUTE OF TECHNOLCGY. (FB)
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/ © ABSTRACT

This thesis attempts a definition of the notior syntactic
variable, a notion which is of crucial importance if the central
fact of syntax, that there are unbounded syntactic processes, is .
to be accounted for. A set of constraints on variables, some ‘
universal, some lgngiage-particular, is presented, and the ques tion
of what types of syntactic rules they affect is raised. It is
chown that these constraints, in conjunction with the notion of
command, partition phrase markers into islands ~- the maximal
domains of applicability of all rules of a srecified type.
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"FRAGESTELLUNG

The following anecdote is told of William James. X have
"been unable to find any published xeference to it, so it may be that
I have attributed it t6 the wrong man, or that it is apocryphal. Be
that.as it may, becgﬁse of its bull's-eye relevance to the study
of syntax, I have retold it here. |

After a lecture on cosmology and the structure of the
sgiar system, James was accosted by a little old lady.
/ ' “Your theory that the sun is the center of the solar
;;stem, and that the earth is a ball which rotates around it, has a
very convincing ring to it, Mr. James, but it's wrong. I've got a
better theory,” said the little old lady. _ j

"And what is that, madam?" inquired James politely.

"That we live on a crust of earth which is on the back
of a giant turﬁle."

Not wishing to demolish this absurd little theoxry by
bringing to bear the masses of scientific evidencé he had at hi

comand, James decided to gently dissuade his opponent by making her

see some of the inadequacies of her position;

"If your theory is correct, madan," he asked, "what

¢

" does this turtle stand on?"
"ou're a very clever man, Mr, James, and that's a

very good question," replied the little old lady, "but I have an

Y
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answer to it. And it's tﬂis; the first turtle stands on the back of
a second, far larger, turtle, who stands directly under him."

"But what does this second. turtle stand on?" peréisted

James patiently. , o

Tc this, the little old lady crowed triumphantly,

N | "It's no-use, Mr. James -- it's turtles all the way
’ t

down."
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the nature of the Sentential Subject Constraint (cf. § 4.4) morxe
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, Chapter 1
, INTRODUCTION
1.0, The past decade of regearch on transformational grammar

R has substantiated amply, to my mind, the claim that the optimal frame-
j " work for the descriﬁcion of syntactic facts is a set’'of rules, of two
types: context-free pﬁrage structure rules, which geﬂerate an infinite

set of highly abstract formal objects, underlying (or deep) phrase - 

Y
‘:g markerss and grammatical transformations, which map underiying phrase .
f ' markers onto an infinite set of objects of roughly the same formal

character, superficial (or surface) phrase markers.1 Within this

t

, framework, an evaluation measure is provided which must select, from .

f\f - a set of observationally adequate grammars of some language -- i.e.,

grammars which all generate the observed set of grammatical seatences

'? :. of the language -- the descriptively adequate grammar -- the grammar

g% | which makes correct predictions about strings of words not yet observed;
x~% | and can thus be said to reflect linguistic knowledge of speakers of the-
language.2 Such knowledge includes intuitions about the immediat:eo

N constituents of sentences, about similarity among constituents, and

S g

about relatedness between sentences. For instance, a descriptively

kit griey

adequate grammar of Engiiab would have to predict the folloying facts
about sentence (1.1): : ' \

(1.1) - A gun vwhich T had cleaned went off.
g . L 3) The main comstituent break occurs between

cleaned and went; I is a constituent; which I

v
e
.

I
L . e
P P e L

is not; etc. .
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? "_ b) The constituent a gun which I had cleaned

is a comstituent of tlie same kind as the
constituent I, Similarly, went off is the

same type of constituent as had cleaned, and

x, neither is of the same t:y'i)e as I, a, or off.
¢)-. Sentence (1.1) is related to sentence (1.2).
(1.2) A gun went off which I had cleaned. \

Within a transformational grammar, intuitions of relatedness
between sentences are recomstructed by deribing'sets of related sentences
from the same or highly éimiiar unéerlying phrase markers by means of
slightly differing sets of transformations. As a first approximation,
we could postulate a rule like (1.3) to convert the';tructure under=
lying (1.1) to the one underlying (l 2) (here and elsewhere I will give
rules and tree diagrams in a simplified formbas long as it makes no |

difference for the point under discussion): L e

(1.3 [N S} . owve. | SRR
- NP OPT oA
1 2 7 s = .
1 0 3 + 2

where the phrase marker (P-Marker) associated with (1.1) can be

represented as a tree diagram of roughly the following form“:

S ;;ﬂt‘. a,?»ﬂ‘ ‘,,Jh,~‘(is~. /{%&’{, e
B N ',. . )_L,‘. .. 4} ¢ Y »




| :
which I - had = cleaned

(1.2')

N e N O

a gun went off I\lIP’ P

which I had cleaned

It is fairly easy to demonstrate that,the present evaluation ."',“
measure gives a higher rating to a grammar which has (1.1') as an under- -
iying P-Marker and derives (1.2') from it by using (1.3), than to ome fﬂ[‘
which assumes (1.2') is basic; but I will not undertake such a demon; |
stration here, since the point at issue is more gemeral, and these ruies |
I propose are only supposed to illustrate it, not to constitute a -
complete analysis.

Now consider the sentences {l.4) and (i.5).

| (1.4) I.gave a gun which I had cleaned to my rother.:

(1.5) I gat. 2 gun to my brother which I had cleaned.

e y o—— S e e
N S MR A D e L K
L 5o
W
R RY
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To relate (l1.4) and (1.5) -~ again, I omit the argument

which would prove that (%.5) must derive from (1l.4) -- some rule like

.

(1.6) would bz neceseary.

3
)
+
-
Y

B | (1.6) - N Vv ([WP~-S] =~ PP

3 . ~Np OPT
ik . \ e s
: k ) . . ‘ N 1 D 2 3 ‘ ;
“.\. ‘_f \' o ) l' o 0 . 3 + 2 .

By the provisions of the evaluation measure, we are forced
to coilapse rules which are similar in certain ways, and (1.3) and (1.6)

l'a - collapse to yield (1.7): - S g :. : : .3;{.';'

- R e - 81 - e
NP V NP . PP ' '
. j : i

L
3 - | 1 2 oy =
1

0 3+2

e LTy

A . Consideration of sentences like (1.8) and (1.9).
: ' o (1.8) He let the cats which were meowing out.
(1.9) He let the cats out which were meowing.

and similar sentences might lead one to reformulate (1.7) as an even

N »
ARSI 25 R S A A L

f§ more general rule, (1.10), which I will call Extrapositidn from NP:

2 | ' (1.10) Extraposition from NP

X [NP =~ S} - Y

-
.
1 0 34+ 2
L]
. .
-2
»
¥ . N
¥
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The symbols X and Y in (1.10) are variables which
range over all strings, including the null string. With them, the
rule as it stands is much too powerful. For instance, (1.10) would

convert (1.11) into the ungrammatical (1.12).

!

K .
. ' . HETS to. . /'

s
LALEIN

5 3

13

. L .' | = g %s\,

l
S e Y N NP . NP ‘ P VP f

L | - N
) ALY IV T
.l . i‘ ' . . i - ' ' l ) /\ ‘
.: MthaAP\){ suggirised E no/>e -wh:éch I had cleaned

The fact is that an extraposed clause may never be moved : "" B

SR

outside "the first sentence up," in the obvious interpretation of this 4

phrase, and there are a number of ways of incoxrporacting this fact into
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a restriction on rule (1.10). One rather obvious way of blocking
sentences like (1.12), which arise because of the great power which
varisbles in the structural index os a transformation have, is simply
to eschew entirely the use of variables in the statement of the rule,
and to replace (l.iﬂ) by an expanded ver;ion of (1.73, in which all
the nodes, or sequencés of nodes, over which clauses may be extraposed
are merely lisied disjunctively in the structural index of the rule.
Such a "solution" is feasible for this rule, but any linguist adopting
it will have merely postponed the day of reckoning when he will have
to find a more general way of constraining variables in structural
indices of transformations; for there are many rules whose statement: -
requires variables, and these variables cannot be replaced, as far as _T «:

I know, by disjunctive listings of nodes or sequences of nodes, as is

the case above, with respect to the rule of Extraposition from NP.

4 : One example ¢f a rule in which variables are essential

-i o is the rule which forms WH-questions. It canm be stated roughly as
‘fé-' | follows.(l ignore many details which are irrelevant for the purpdse at‘i
E hand): |
o @3 % o= NP - ¥
S OBLIG
> - 1 2 3 ==—=> yhere 2 dominates WH + some

2+1 0 3 '
- ' This rule produces sentences like those in (1.14), where
,» it is clear that the questioned element can be moved from sentences

vhich are indefinitely deeply embedded in & P-Markexr:

- p 3 e R Py
. PGS el TR ] o Rainbed ot Wk Ko , A RS #2eN w i N
¥ 2 TN AR W ™ 14 " Y
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(1.14)  What did BLll buy? | | I

IR What did you force Bill tc buy?

What did Harry say you had forced Bill to buy?
Wnat was it obvious that Harxry said you had
¢ forced Bill to buy? ,

A\

A moment's reflection should convince anyone that it is

. e

impossible to replace the variable X in (1.13) by some such disjunction

~as that contained in (1.7): rule (1.13) is not stateable without ]

variagles, And yet, just as was the case with rule (1.16), Extraposition
from NP, it is easy to see that (1.13) ;;mfar too strong, for it will -
generate infinitely many non-sentences, such as those in (1.15). - ; N
| (1.15) * What did Bill buy potatoes and? | |
; ~ * What did that Bill wore surprise everyone?i
hf - * What did John fall asleep and Bill wear?

g. , S
"{ l.1. Sentences and non-sentences like those in (1.14) and (1.15).‘- '
- '~ show that some rules must contain variables but that somehow the power . -

of these variables must be restricted. It is the purpose of this thesis

to txy to justify a set of constraints on variables, which I will S

L e o ke
L e L

p--o0se in detail in subsequent chapters. There are doubtless many ‘,‘ .
constraints on variables which are peculiar to individual languages, and o .
possibly some which arz even peculiar to somé rule in some particular { -',“ b < |

language, but I have by and large avoided detailed discussion of these

and have instead concentrated my vesearch on constraints which I - S o

¢

suspect to be universal.




It is obvious that the limited character of presently =

available syntactic knowledge reduces dréstically the chances of
survival of any universals which can be formulaéed today, for the

study of syntax is truly in its infancy. But it will be seen below

that the constraints on variables which I will propose are often of such
a complex nature that‘tq‘state them as constraints dﬁ rules in par-

{ ‘ ticular languages would greatiy increase the power of transformational
5:; | rules and of the kinds of opefations on P-Markers they could perform,
eéf ' But to assume more powerful apparxatus in a theoxy than can be shown -
. to be necessary is contrary to basic tenets of the philosophy of
science, and so I will tentatively assume that many of the comstraints 3

I have arrived at in my investigations of the few languages I -am

L

’

familiar with are universal. It is easy tec prove me mistaken in this:' u:’ft

assumption: if languages can be found whose rules are no% subject e
E - to these constraints, then.the apparatus in theoxry of generative
grammar which provides for the description of languagec-:\yarticulaf
‘jj. ' facts will have to be strengthened so that. rules 1like the question-
.,§ _ | transformation in English, (1.13), for instance, can be stated and
correctly restricted to exclude ungrammatical sentences like those in
f? | (1.15). But until such disconfirming‘evidence arises, the assumption
of a weaker theory for particular languages is dictated by principles
- of the philosophy of science. .

It is probably unnecessary to point out that it is common-"

place to limit the power of the apparatus which is available foxr the

o ] description of particular languages by “factoring out" of individual

. r,
/ t o

, .
yorte . N . RN . N,




gtammars)principles, conditions, conventions and concepts which are

necessary in all grammars: to factor out in this manner is to construct

a theory of langugge. So, for example, when the principle of operaticn

of the syntactic transformational cycle has been specified in
linguistic theory, i% is unnecessary to include another description

of this principle'iu“aiétammat of French. And so it is also with such

well-known notions as free variation, grammatical sentence, constituent,

coordinate structure, verb, and many others. The present work should

of the notion syntactic varisble. This notion is crucial for the

theory of synte>, for without it the most striking fact about syntactic )

' .processes = the fact that they-may operate over indefinitely large L
" domains - cannot be cagtured. And since almost all transformations.:
either are most gemerally stated, or can only be stated, with the

help of variables, no transformation which contains variables in

its structural index will work properly until syntactic theecry has IR

provided variables which are neither too powerful nor too weak. It:
is easy to comstruct counterexamples such as those in (1.15) for
almost every transformation containing variables that has ever been |
proposed in the literature on generative grammar. It is for this
reason fhat attempts to constrain variables, like those which will
be discussed in Chapters 2, 4, and 5, are so important: without

the correct set of constxaints, it is impossible to formulate almost

all syntactic rules precisely, unless one is willing to solgreat;y

Y

L]
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increase the power of the desériptive apparatus that every variable

in every rule can be constrained individually. But one pursuing

this latter ccurse will soon come to realize that many of the constraints
he impoces on inciividual variables must be stated agaiu and again
he is missing cleaf(genetalizations about language. 'Thus, the latter
course must be abandonédg‘ the only possible course is to search for

universal constraints., This thesis is devoted to that search.

1.2, - The outline of this work is as follows.  In Chapter 2,

I will discuss the only previous attempts to limit the power of

variables which I know ofs, Chomsky's A-over~-A principle)and two conditions :”:

' subsequently proposed by him, and demonstrate that they are too strong

in some respects and toc weak in others. In Chapter 3, I will discuss
a notion which will prove indispensable in stating the universal .
constraints: the notion of node deletion, or tree pruning. In o
Chapter 4, I state and discuss two putatively universal constraints onj'uf
variables, which overcome the inadequacies in the principles discussed':
ia Chapter 2, and several l&ss zeacral constraints. ' The notion of .
bounding is introduced in Chapter 5. In Chapter 6, 1 discuss briefly';};r"f
a number of rules and show that these rules are subject to the

constraints of Chapter 4, but that not all transformatiomns - subjectfff

4 ‘,.! »

to these constraints. The question is discussed as to wi -t formal w?ft
features of rules determine whether the variables in them are subject

to the constraints or noc.'IChapter 7 is a brief recapitulation of. the

results of the thesis. o -" *1}\ L e R
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Chapter 1

FOOTNOTES

1, Yor an excellent introductory article on the difference between
underlying and ‘superficial structure, ¢f. Postal (1964). A
more technical and far more complete exposition is given in ;;ill

Chomsky (1965). - . .- | SR

»

2, For further discussion of

descriptive adequacy, cf.. Cb~.sky (1964b);

= 3. My notation for transformations fpllaws that of Rosenbaum (1965), , ' -
- except where othexwise noted. o - e
i} 4. The assumption that relative clauses are introduced in the deep -
f; structure by the rule NP + NP § will be justified in Lakoff -
, " and Ross (in preparation b). ' . :.: -
:; 5. Except Langacker's notion of command (Langacker (1966)) and Klima's
'; g notion in construction with (Klima (1964)), which will be discussed
5-@ 5 seﬁarately in §5 below, in commecticu with the notion of bounding.,
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of Linguists, "The’logical basis of linguistic theory" (Chomsky (1964a)),

In a paper written for the 1962 Ninth International Congress

on p. 930-931, while discussing the relative clause transformation and

the question transformation, Chomsky makes the following staﬁement:

. "The same point can be illustrated by an example of a
"rathet different scrt., Consider the sentences: :

_ (?) (i) who(m) did Mary see walking toward the = .~ " .:

railroad station?
(i1) do you know the boy who(m) Mary saw co
walking to the railroad station? L

f'f‘(7) Mary saw the boy walking toward the railroad

station.

Al

(7) is multiply ambiguous; in particular it can havé(; .
either the syntactic amalysis (81) or (8ii) S

(8) (i) NP - Verb - NP - Complement
(1i) NP - Verb - NP

where the second NP in (8ii) consists of a NP
("the boy") with a restrictive relative clause.
The interpretation (8ii) is forced if we add ''who
was" after "boy" in (7); the interpretation (8i)
is forced if we delete "ing" in (7). But (6i,611)

. are not subject to this ambiguity; the interpretation - .'. .

(81i) is ruled out, in these cases. Once again,
these are facts that a grammar would have to state
to achieve descriptive adequacy. (Notice that

" there is a further ambiguity, where '"Mary" is
. taken as the subject of 'walk", but this is not

relevant to the present discussion.)

The broblem of explanatory adequacy is, again,

' " that of finding a principled basis for the factually .

correct desceription. Consider how (61i) and (6ii)

P PRAC

X
* 1 !
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must be generated in a transformational grammar
for English. Each must be formed by transformation
from a terminal string S underlying (7). In '
each case, a transformation applies to S which '
S selects the second NP, moves it to the fronfsof
i the string S, and replaces it by a wh-form.”~ [I
~ have not quoted footnote 15 here, for it does not
oo bear on the A-over-A principle-JRR] But in the case -
C " of (7) with the structurai description (8i1), this . T
- , o . specification is ambiguous, since we must determine o
® - - . . whether the second NP -- the one to be prefixed == o
. : is "the boy" or "the boy walking to the railroad L
i " . station," each of which is an NP, Since trans- L
I S formations must be unambiguous, this matter must ‘ ,
< o be resolved in the general theory. The natural h
1 ~ way to resolve it is by a general requirement
R - * that the dominating, rather than the dominated,
: 3 Y element must always be selected in such a case. ,
4 : This general condition, when appropriately formalized, . _ o
© T might then be proposed as a hypothetical linguistic L SRR
- universal: What it asserts is that if the phrase .
% S X of category A is embedded within a larger SEREERNPUNTRE
g ' phrase 2XW which is also of category A, then : o BRI
o B . no rule applying to the category A applies to .
. X (but only to ZXW)." R T
‘_4f | | o It is the principle stated in this last sentence which I - : ;
-3 .+ will refer to as the A-over-A principle. In terms of tree diagram ’ ::
- (2,1), the principle asserts that all transformations which refer L \~
' g -; -
o : . ' Lot . -
e : . to A must apply to the topmost instance of A in (2.1), mot the . .~ -~ -8
g ) . ."...‘ c:',..-~":.‘: S e .l.‘” -."' l ‘ fk. k
lsf a : dominated A, which I have eirecled, v 71" 0 TS T T L e
9 ‘ s ) ' L. A "‘: . .. ".. ' - . . .‘ Do *
i . | | o . ‘ .
. (2.1) , oo s A i . “ " .
X s ; /‘\ . . ‘ Y
u.’« . v : vy z/,': . w -_“n.-, “ AU ! ) 3
; ~ \“‘ . ,“ “" :..'.,_ 5.", ' k-
: o ,.'.: , PN . .,'I: P ",‘ ; / ' ' i
; “ “ ! > :\;...‘l" :‘ [ ‘o , . .}I.:' E;." = ;;, ‘:"i }‘ \‘3 :‘:‘ ' [0
b s v o s . ;oo
! ! - Ny e Taba ' a b
! ' ' o MR S s . “ N 3
“‘7‘ . ¥ 0 ! NGRS ': i .. ' ; )
; . o W L.
% -
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2.1, Chomsky, in the course of revising the paper quoted above foxr

separate publication as the monograph Current Issues in Linguistic

Theory (Chomsky 1964b), realized that the A-over-A principle was too
strong. On page 46, in footnote 10, he gives the examples 'who would
you approve of my s;eing?", "what are you uncertain :about giving ﬁo
John?", and "what woul;i you te surprised by his reading?", where in

each case the Gquestion word, who or what, itself an NP, has been

moved out of another NP ([NP my seeing something], {NP giving something |

to John], [NP his reading_something])l. Other examples of this sort

are not difficult to construct, and there are even cases where the -

. relative clause transformation can move either a dominated NP or ‘'

?

any one of an unbounded number of ‘NP'a which domianate it. '

LR

N S DA

N e .o .
e
’ . t . ot
¢ ot [} . vt
[ > ‘ . * .
.. . v Ve . . N ' N 0 . .l
v ’e roN . o . B
PRI
S - . . S
o
. .

Det _ lilP_ /VP\ |
the  book - 32_ \i NP
| coui lgst NP/,\pp :
T y Det/\ N x/\ NP
. | T P N ‘
- the  ‘cover of Det IIQ
; . ' 5_1_._'_e_ " book

The relative clause rule”, when applied to (2.2), will produce

either the book, the_cover of which I lost, or the book which I lost

¢
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the cover of, the second of which would be ruled out by the A-over-A

principle, The example can be made moze complicated b embedding

the NP in ever larger NP's, ard as far as I knov, this process

can be repeated without limit. Thus if the struc’ure underlying (2.3)
(2.3) & The government prescribes the héight of the

léttering on the covers of the reports.
is embedded as a relative claﬁse into an NP whose head noun is
reports, the relative clause rule must prodw.e (at least) four

relative clausess the reports, the height of the lettering on

the covers of which the government ~rescribes; the reports,; the

lettering on the covers of which the government prescribes the o

heipht of; the reports, the covers of which the government

pragscribes the height of the letteriag on; and the reports which SRRTA

the government prescribes the height of the lettering on the

covers of, The problem of how to formulate the relative clause

rule so that it will produce all foux of these is an impor:ant'~*:':

N
Vo

and difficult one which I will discuss in som2 detail later

(cf. §4.3 below); but for the purposes of the present discussion

it is enough to note that the A-over-A principle would exclude ;ﬁjf‘l;-

all ﬁut the first of these four claus=s, Many other examples of

the same kind, whicl. show that the principle as originally stated :
" ig too strong, can be found, so it would appear that it must

either be modified somehow, or abandoned and replaced by somc

weaker principle, I have not been able to find any successful

..

) .
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modification, and therefore, I have pursued the latter course. S SR !
2.2, - Of course, it was not merely to handle certain s oo

restrictions on question and relative clause formation that the '.:‘“l J‘: {}J
A-over-A principle was proposed. And it is incumbent upon anyone'?fé ' ;
who wishes to modify or réblace this principle to take into ‘;t o 33_ : ‘?

" consideration all cases which it dealt with satisfactorily. As .
far as I know, the following is a complete list of all cases C ‘2;:?/;“'

vhich the principle handled convimcingly. In all of these, I have RN

teen able to construct an alternaﬁive explagation which still i';xf 2';: ) :
allows thé generation of such sentences as were demonstrated in L fﬁ ‘ s
§ 2.1 to be dmproperly excluded by the A-over-A principle. In o
) : Co T
" all of the cases but ome, I will not present here the alternative :*fﬁﬁf 5ﬁf}ﬁ‘"' E:
I have found, but rather postpone the explanation until a more  5;;:€ié:{ﬂ.;. 4

.." na-ural time in the sequence of exposition. For ease of refercace, ' SRR

I will repeat here several examples which I have already discussed, i :- ... YN

, so that all cases which seem to support the A-over-A principle are RERAPERRE

. grouped toegether, '<;, P L.

=3 . 7. As- " Elements ¢l relative clauses may mot be ' -

-3 . <., t.5 questioned or relativized, Thus, the sentence < - . - .. '3
; 2 , ; . " e S g .‘,’
R o X chased'lthe boz‘who'threw‘fa snowballl at' our .. - .4
; - , e = e — [ = = ' R TR .-

; ] : Co T NP NP S R

g - L R teachef] can ucver be embedded as a relative B

4:‘ . s:...' . N h . N . ‘- . .
- Ty i, . clause in an N° whose head moun is gmowball: - .. .Y
8 ; : B 5+ sentemce (2.4) is ungrammatical. .

‘ . ‘ob)‘ ’ . .'\. 11"' ! . ) . C . : . . .
B ' ' . ¢ . . : AN Fo.00 A S K s .

. .
fon - . - oA
v v .'

.y
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N »f S . (2.4) * Her> is the snowball which I chased the

1. “ boy who threy at our teacher.
B b It is easy to see how the A-over~A principle
. , ’ would extlude this: in the source sentence the NP’ 3 |
| " .:\ K 'snowball‘; is embedded within a larger 'NP " the boy.v;h‘o'
‘ ’ : " ‘threw a 'sn;wbéll .at 'our .teaéﬁé;;. and.t.he principle
‘ ft dictates that only dominating, not dominated, modes can
| ., be affected by the operation of a rule. |
( ' T This restriction also applies to elements of
reduced relative clauses ;(i.e., those in which the
;K¢4;\ initial which is has beé;"delesed3)z the W' g;g;g;g, “ ':'
: ; W ‘ ia impossible to.question \ or_relativi.c in the following' o
‘ gentence: she reported [ "all'thé '.girls. .weafing
I | [bikinis]] to the police. NP Thus the following question B
: l::z impossibles ETTI N
. i - :: ‘zi‘é‘t E {) ' * (2.5) * Which bikinis did she report all the
! IR 3 } | girls wearing to the police?
‘ } ' B." :.i' Elements of sentences in apposition to such sen=-
| ' ; \\ % . tential nouns as fact, '.:_L_c_l_;ez_é,‘ M ués;cion,

SR V. Thus the sentence Tom mentioned [ ‘the fact_ that

eﬂg’., cannot be questioned or relativized.

: . NP
i+ + ghe had worn [ ° a‘bikgl\‘i_.]] cannot be zmbedded
- NP

£ n
-8 ag a relative clause into an NP vhose head
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. ; noun is bikini: sentence (2.6) is ungrammaticals
, - (2.6) * Where's thc bikini which Tom meationed S
- ' ) the fact that Sue had worm? . PRI T
’ ST ' Once again, it is easy to gcce how the A-over-A Do
- : , SR
.0 ' . principle can be made use of in sxiluding this sentemce.. . . ..
RN . T
l.v . Ce : + An extraposed clause may never be moved outside P
: R . »-."The first sentence up," as vas discussed S
Ul o ! briefly in § 1.0, Assuming that an approximately S
B [ *:. . :.. .'l ‘.)_..' . . R
1 cr T ;". y o .
oo R b correct formulation of the rule for Extragosit:ion
oW from NP da the one which was given in (1.10), v
+ , . '.,'.".."f :_ 'i‘ Y " ... :. :: . ' .-
e Lot k},, which I repeat here ict convenience, L e T
IR T (1.10) ' 'Extragosition from NP R T
e , . ". . :""-,.. ; .:_,_;T . . .; . x - [NP - SJ - Y . e s :( _'." ; R ’ ..."" "
A A T 2 NP . OPT R I T
. ;-‘. ) ; . [ . ' ) , R ' . .' . . —" , . . . A s ‘/ Wy ' .
R . - . ‘N ;'. Lo " ..' . : . .l-' ‘,.: ‘. L3 :.‘ . B
. "; -*;. ’ ’ -'. _‘\: : i _'.'::‘--.“: .-'. ' . 1 - 2 ’ 3 m——g , ’ B "‘ o \ N
L e 1 0 3+2 i
i “; 7. " we see that unless it is somehow restricted, it R
S will. have two results when it 1s applied on the FRRTTUNI. -
L e tOpmoat cycl.a of the strncture ehown in (2 7). . |
\.. ‘\.‘ . 4 - ; - B ‘ k':’-' 5 :l K .‘ P 4.‘ . \t‘ 'r: '-‘.: r .t . ° Y ',‘ e ¥ v ° AN
R P L N WO P P A L C SN
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; S had been made A
. ’ ' ’ .’ ﬂthe ca'!.m A |
o e ti‘at .
| R y - ~:' " _ John ha& lled ed *
ST Ck
' v ‘. ‘.:f:; ; Either 5, (the subscripts have no systematic ' i'. ; f E
e ' significance and are merely insgrted as an aid to exposi- C k r
‘ tion) could be moved to the end of 31, vhich would yield ;;
. {, the grammatical sentence (2,8), J '.‘. _ .' ,’:

S LT (2.8) A proof was given that the claim that . =~~~ ' ¢

| o o John had lied had been made,
) X ' *‘ . oF S3 «could be moved to the end of S,, which would | ‘;ﬁ
o result in the ungrammatical (2.9), EEEREEE
‘ - | (2,9) * A proof that the claim had been made was '
;35'5f7"5 L giver that John had lied. et
e © Sentences 1ike (2.9) could be avolded if the . AR
| L A=over=A ptinciple' was s;rengchened somevhat so that :: L y : '

:I.f a P=Marker had two propet analyses wilh teepecc t;o
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"the "dominating" proper analysise Begging the question - N .

it
20 Ve

the structurael index of some transfomationl', vhere -
one proper analysis “dominated” the other, in a sense
which is intuitively fairly clear, but would probably
be difficult to state formally. then the transforma= b

{ t ..'
tion in question would oaly perform the operatioms

- gpecified in. its struccural changes with respect to A

of how these notions could be made precise, it should .7 P
be clear that the sequence of nodes [NP s]m, which ° | » Lo
is immediately dominated by Np; in (2,7) "dominztes”, e ' )

. 'from NP could not produce (2.9) from (2,7), 1f the =~ - 1.7 -4

Ji Det ' In a relative clause structure, "\, it is, PRRRER: <

A 3 . by Chomsky in the passage quoted in § 2,0

! 4e not possible to question (2,10) by moving -

in the intended sense, the sequence of nedes [NP S] + P i
vhich 1s immediately dominated by. NP,; so Extraposition R
strengthened version of the A~over-A principle which " e i
vas sketched immediately above were adopteds . . < ;.. 38

NS

P
S0 o o 3

.17 % not possible to question or relativize the -

>re

.7 dominated NP'. This is the case discussed L :

L . above. An example of the kind of sentence

P T v e
N L e R T AN S

thst must be excluded is the following:s it
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‘someone to the front of the sentence and

n . . # .". leaving the relative clause who I was

T el rgequatnted with behind, .
N PR I e

| L TR ':I..=‘ s (2,10) _He expected [[someone]m, who L was
H . ot e s 't l ‘

S FEURTE TR T ' acquainted wit:h]m, r.o show up,

- | A “ ~.. Thus (2,11) is ungrammatical:
S o . ;:'. Yy . » " ',:'." . :
= coo o TR 7T (2411) % Who did he expect who I was

.; ,. o S .z . acquainted with to show up?

.‘ : _ g - In (2,10), if the NP' gomeone is to be questioned,_,-\? g

, o LT e e ~_the whole NP which dominates it, gomeone who I was R

E o f;f'j ?ft:'aeguaiﬁted'with, must be moved forward with it, yielding~'“ "'..a,, '$

. - -'f (2.12). or, by later extraposition, (2.,13) TN
3 e e ’l.,"i' (2 12) . Who who I was acquainted with did he IR

- S  expect to show up? AR

: i P{ . ‘ . _ ’::,_ - o ) .

* e R A f (2,13) ~ Who did he expect to show up who I Lo

- > ﬁ ' i ' was acquainted with? '
S " 1t should be obvious how the A-over~A primciple - . -

&, 7 vould exclude (2,11), o L -

g
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- _:i L E. " A NP which is exhaustively dom:t.nat;ed,6 by a - : -

i, 0
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. SRRV ST R o b
g RS Determiner cannot be questioned or relativized . . ., 73
. t S ety L e Sy o, .
’ ' ] % i’ N o} ‘ " “.Y .-! - N
vy ".? "‘. Yt “ ‘ ;. ' * .' N . oo ?‘
' ' SRR ‘!‘%Tﬁ' n.4., out of the NP which immediat:ely dominates that < - * . "}
r. . . Lt o [ .l‘ B e .' .' o ': P
s , IR .
Lo g Determiners Thua, from (2 llo) it: is mpoasibla AROUIEES IR,
; e RO T
~ S to form (2 15): ,‘--;g 3,; R IR
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' PR . «~ ' .
N A .
P -, . '):‘ . : LS
: S Det N Poss - ' ‘ ‘
S . N -
) L : .
. . e (A . . . tr B
g w7 ! W T . t o oo T -
» ~ . . s .. s . + . . - . . v L . . e IV N oo
P el 0L ‘gome C one 8 Coo S :
. . [ -
. oo . e T co ] " . o . . . . P .y Y, a
" 5, L L . ) . . . - 5 . .
M > Lz A " . . e [
. ] T . s .
. . . . " .
e ¥ ] . B s _‘ . 4 ,
> e A K . t# : 4 o 2 .
. . . . . R I o . y R - B
s . . v . . R , : : .. e, ’
g . . RE . Y . * d 3 « M, e . v .
b . foa o (2.15) Whose did you £ind boo , ESTARAMEINCR
. B . L . R . . . - .o
L ¥ . FE U N . f . . . :o . e R
E. . ¥ : \ . e
A ) ‘s

g . e 7. Only (2,16) s possible: T .

e T e X RN
b T T bt 0 (2,16 . Whose book did you £ind? ' SRR -
& - ... 7 i '. and the A=over=A principle correctly makes this assertion, .. .° - i:- if
E P - . P S . , . A 5 : i e .
- . e L f.". N .' " " v ‘ . . , ' e-,_ N E,‘-. "‘ - Y
t, . ‘.' ¢ o 6.’,._'3,. ',-' .,': ', . ’f . :-: .‘, . R ',Jiﬂ '.--:'. n ‘ﬁi - ‘
" I U N W S R S ‘ B A -
. : R RPN W P A %
- - ) e : , oo ;.*‘. RTINS ) ot v Lo
TR b o Be 0 An NP wvhich is a conjunct in a coordimate NP ;- i -+ 703
- ! . " l"‘“' t ’ o T '..: . .ZN '7 J.x‘ -‘". v ks
R T TR :’_;;g structure cannot be questioned or relativized, ..° ' = i}
ot | ‘ .Y T A P
3 . AR A I I AR POEY R ¢ 4o e
E T P IR "*-' ‘ 'Ehms, in (2,17), neither of the conjoined NP's .“.° .. - N
S I S Tooye g
- RS VRS —;"y.g may be questioned == (2,18) and (2.19) are both N
< XN ‘ N - oyl N .“«,. . . N L ~“ . it g
o PN RIS impossi.ble. SRR
S Rt " PR
[ S S TUR SPLILNN ¢ 79 V) 2 le will put the chair betweeﬂP[NP [some e Y
oL T LN e e AR - -
- oot T PR \!f: . ‘- o . . .o 5:
- T e ,- : table NP and [NP some °°faJNP]NP’ SRRV -
K . "". o Co un .'. . .\,‘“ . . t\ “
B S, , RN f : (2 18) S What sofa will he put the chair bet= 7 ° ‘"o ¢ \‘
'_’_. . ‘ 4 ‘ ‘,_r. .,.;- N g R ey !
) D , . ) . v, S . . . 3
; A coe LT 7 . ween some table and? ) ;
ot * 5 * " '”’\‘ v “ b L ., ‘ . ! R . "\l :}v _
A - e . P . TN
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_ Once again, the A-over=A principle will excivde .

_ these last two sentences. | ' B

. . G o ' The last example was suggested by' James McCawley IR

: . v ' : ‘( K (cf. McCawley (1964)). He points out that if :' _ ;'

_ ‘ ) the djective Shift Rule, the rule which permutes R

S ‘ ‘a reduced relative clause with the noun %¢ modifies;
. _if the clause is only a single adjective, and not ':' ;e %
E ."‘ ‘ 7 a phraae, is formulated as 1n (2. 20), DR
. S ‘f.zf'f..*.'.'.'ﬁ :.."'.j:.: y f (2200 X N Adj Y - S

" o- ' [ X . .
N . . ; ,it 't u.,'. . . ) R ) -
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L - 4 e abienlin 2% Them it is mecessary to invoke the A-over-A principle;
SV T S A NI R RSN : e .
S x: HIA \,; for otherwise, when which is has been deleted from '~: . ' 3%
E L e (2 21), the adjective big will pegmute with the -

- R S noun " case, :Lnatead of w:t.th the whole compound - PR .
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) P Thus, without the stronger version of the ,
‘ .' ’-:\_;_’ X ’ - A=sver-A nrincinle which was discussed abova |
B comectton vith Extvametiion fron 1,
s L ,'(" rule (2,20), vhen applied to (2,21) would - 707
B 77 g11d the dncorrect ¥ a'book big case < iv. e
. ";. S - S instead of the desired a big book case, o
R 35 2436 0 .As was stated above, I have been able to find alternative e
', _:',: ", . explanations for all seven of the cases discussed in § 2,2 above,
o "-f. Cages A, B, and C will be accounted for by the Complex NP Constrain:,:,j;‘.l’,;"..._ ;' '
e which will be discussed below, in § 4.1, In case D, ungrammatical - “
: “ sentences like (2.,11) will be shown to be excluded by either of two »" ‘
y ﬁ ; . independent conditions: the Complex NP Constraint of § 4.1, or the , ;
., > Pied Piping Convention,which will be discussed in § 4.3, in connection“"‘,"f"_:_"'ff_-';'{‘,-'
; :‘. | with relative clauses, The Pied Piping Convént_iop will als;é) be used ,:
., L to exclude the ungrammatical sentences which arose in case E, _And “ .
. . case F will be accounted for by a special condition of great ‘

generality which will be discussed in § 4,2 «= the Coordinate ' AR T <

ey .

e - _
Structura Constraint,
Case G remains to be explained without invoking the_:,f},,"‘ R K

A-over-A principle, and it seems to me that the most likely line . i v = ol
RHENRANRRR: .,

of explanation lieg in rejecting the assumption that the correct T B

. .- statement of the Adjective Shift Rule is the one given above in

(2:20)s The rule of {2,20) must have many restrictions placed on it, "
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:?‘."w.. for otherwise it will transform I painted it red into the ungrammatical
( ;ﬁ ' # I painted ved it!z and we shgweé the.childfe;.ﬁntfa;siaﬁablé gass;g¢;
| j?' ‘7-"y. “into * we showed the‘untraﬁslatabie.chiiﬁren ﬁéés#geé, etc, Clearly
? -gi;ki " 4t 18 necessary to teecrict the operation of this rule to adjectives ?'
N 3:;45: Gfigr which are part of the fame NP as the N over which the adjeccive N : f
mfénfj;%fi;.ﬁ- permutes, One simple way to do this would be to modify (2.20) so " .o %
§ ? iinf}?_ that ic is etated as shown in (2.21): . ﬁ S C e
T‘ (2.22) X [gpDet = N = Adﬂm, - Y o - 8
S SRR s e . ' 1y .'
'ﬁ gﬂj‘.fff' _ Although the formulation in (2.22) avoids the difficulcy‘ ‘*“'“; 'é
- é '.;,?1;.:‘ pointed out by McCawley, recent work (éi. Lakoff aﬂd.Rose (op. cit.}) !-?}{F;ﬁ.:

indicates that it'ia still inadequate, I will not discuss this 1nadequacy{n‘J"{'_ﬁ~,

z.;'glz‘; .. here, for to do so would be umnecessary for my present purpose! examples;i

L+ of ungrammatical sentences like * I painted red it suffice to show.-&f}ﬂfﬂﬁf:ff'ﬁp-
:. ."-"'_ : S . ) ‘:'.\ ‘, l' o ",1 4
.~ ..  that McCawley's formulation of the Adjective Shift Rule is too strong P

and must be replaced by some rule formulated along the general lines ’ 'l{ ;"7'5: *

- A,' of (2,22),» Thus case G providee no support for the A-over=A p.inciple.

A-‘ " .,
‘ 2.40 N ' . . h‘ _‘ o
; 2.6.0.\\ " In Current Issues in Lingujstiec Theory (Chomsky (1964b)), I ~f;__ 'f'i
| having realized that the A-over~A principle was too strong, Chomsky R . gv:

7 «.‘ . '
A : . proposed two other conditions on the relative clause and question rule, -

" . These need to be scrutinized carefully, so that it can be ascextained o N p

N

B S to whac extent they can replace the ArcverqA principle. Admittedly, A o ;Q
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Chomsky at no cime claims that these two conditions will have the

same coverage as the principle, but since the facts given in cases

o e ‘

)4 ava ta ha asssuntad far anvwav it 4a of interest

to see how far his two conditions can go towards this end.

In theﬁﬁuoce that follows, '(6)' refers .to the following .

' rule, which Chomsky states on p. 38, and which he asserts is the

basic rule in question 2nd relative clause formatien.,

R T VO

.
.
;
)
4

6) . Y - Wn+X=~2 ==—=DWh + X ~Y «2...°

The first of the proposed conditions on this rule is -

on pps 43-44¢
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"Notice that although several noun
Phrases in a sentence may have Wh attached
to them, the operation (6) must be limited to
a single application to each underlying terminal
string. Thus we can have 'who saw what?', 'you
met the man who saw what?', 'you read the book
that who sawil', 'you saw the book that was next
to what?', etc., but not 'who what saw?', you
saw the book which which was next to' (as a
declarative), and so on, as could arise from
multiple applications of this rule. These .
examples show that (6) cannot apply twice to
a given string as a Relativization and cannot
apply twice as an Interrogative transformation,

'r_7";f“ but it is equally true that it cannot apply to

a given string once as a Relativization and
once as an Interrogative transfoxrmation. Thus
if rule (6) has applied to form a string which
is embedded as a relative clause, it cannot
reapply to this embedded string, preposing ome
of its Noun Phrases to the full sentence., Thus
we can have the interrogative 'he saw the man
read the book that was on what?', but not 'what
did he see the man read the book that was on'; -
ind we can have 'he wondered where John put
what?', but not 'what did he wonder where John
'put’; ate” . Co
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Mv first objection to this condition, which I will refer ' ’;

to as Condition 1, 1s that is seems to me.to be somewhat too strong.

. That is, I find the seatences in (2.23) all more or less acceptcble:
MR (2423) ¢ a. He told me about a book which I can't.
ST S A whether to buy or not :
~3.%L;_L~u53ﬁ=*_hggﬁiﬁ'| " figure out {how to read. _ Sl
R e e where to obtain. KR
AL KX :.‘_ :_.“ , :’.‘ ' . . Y What to do abouto . S '_," '
g T T by He told me about’ a book which I can't . ..l
S A AR why he read. LN
et w0 ., figure out ¢ twhether I should read Co
’ Vet S ??when I sliould read. T
S T e why ) T ‘
€. Which books did he tell you ( 'whether) = '
twhen ,
he wanted-to read? i
For some reason that is obscure to me, I find sentencea'fizfxz.f_éiﬁ'f
" 1like those in (2.23a), where“Eﬁégéﬁgéaaganhuesticns consists of a ”f?l' .
wh-word followed by an infinitive, by and large more acceptable than‘”gg“;"'ﬁ
corresponding sentences, like those in (2.23b), where the wh-word is . "
folloved by a clause with a finite verb. ~And yet there are many = ',:ﬁ

: sentences which differ in zo way which I can 3;scern from those in :;Zgg*r
(2.23b-¢) but which I find totally unacceptable. (Chomsky's example, :if
"% what did he wonder where Joha put?" is a good case in point). So, :
fof spezkers who agree with me in findihg at least some seatences like
those ia (2.23) acceptable, Condition 1 is too strong as it stands,f,.
although examples like Chomsky's make it clear that it is partiaily
true. This all indicates that much more work needs to be donz on |

this condition, so that & weaker vexsion of it may be found. .,
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1t ie apparent that even a corréct: version of Condition 1
.'mus‘.: be supplemented somehow by othe. principles; for, of the six cases

which were discussed in § 2".“2#,“ Condition.l can only account for case A.

. And it should' b2 noted that eﬁm in case A, it is not obvious how
: .'-; . . Condition 1 should “be stated so that it will apply to embedded 3 . Ly
'. : questions, fuil relative .clauses, and reduced relative clauses. That K \ g
‘_" | | :Ls,' in {2.24a) and (2.24b), 1t 4s easy to state formally that, 1n. V ".';' '
\ Chomsky's terms, “operation (6)" has applied once, for there is a ',r.'(-.-,-

‘: 5 subetring which is headed by a wh-word. g . 1' :". e
{_'5 ., | (2.24) a. I know who is mad at John.

s b. I knov a boy who is mad at John. ‘

'« -~ """ But 4n (2.25), which has been derived from /2.24b) through tie operation :
B Z: ' ,:.‘, _ of the Relative Clause Reductior Rule, there is no longer any wh-word f‘ _' : .
| i | ‘_.‘ ‘ in the sentence which could be used as an indication that Condition l
‘ ; "'1‘_ ;,. uust be invoked. o | o I ERAT

, ' o < (2.25) I know e boy mad at John. _. ‘

‘ ‘ I The fact that NP's in the position of John in (2.25) '.

3 ( ” cannot be relativized or questioned (c€. the ungrammaticality of
' E * who do_you know a boy mad at?) would have to be stated in some other ’ "
, e way than in terms of wh-words, possibly, for instance, as follows: N

g ; L I S (2.26) | _No element of a constituent of an NP which ! ‘

) * | | P ‘ .. ' modifies the heagi noun may ‘be questioned ox ‘

[ , relativized, ‘ s SR ‘ ' '

i . But this condi_tioﬁ is strong enough to accou:nf foxr cases A and (with ‘_ E
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-+ suitable modification) B, of § 2.2; and in fact, cchdition (2.26), . .
‘.f,f : when suitably formalized, is the cornerstone of whet I have called the | «

‘" Complex NP Constraint, and will be discuseed in detail dn § 4.1, . ° [
. o ) ,. ,-".‘. : . J' ,}
" It appears, therefore, that Condition 1 is of limited = '/ '
[ -" { B ' {" . '
_ utility, except insofar as it can be given in a weakened reformulation .. |
Bl N : ! Y R }':_‘
: et which will allow some of -the sentences in (2.23) to be gemerated, but @ .. ;E
;fflguglf  will exclude others, like Chomsky's example of "# what did he wonder‘gg fﬂx:iff
, “u:i" where John put?”., I chould add that none of the conditioms I will = ~. °. '
"o %" . propose in Chapters & or 5 can be modified, in any way, that I kaow - .77 ¢ %
~ . of, to exclude this last example; 8o it is evident that some version SRRSO -
. . "’.‘ ' . . ‘:.‘e;'.‘\‘;'.'., . - . - ‘.
i * . of Coadition 1 must appear in the grammar of English, or, if thie - 7077 . < oo - AN
?Z?Q? condition should prove to be universal, in iinguistic theory. - B
NI "‘.. ‘ ",. L ;
: ‘2.4.20 The second condition which Chomsky proposes for hie tule, P b=
. . 2V -’:.-"‘:,_ LT ‘_ N
N "(6), 18 otated as follows: ' ;;i.ﬁ?gﬁ?ﬁ&Aﬁ,;- 4
Nk s e AT e Tl
“,‘, *, gﬁf” ’?33 "Finally, it is clear that the first SRR :?_g:j;fgﬁga
LT { sy segment Y of the structural condition of rule AN R
i 7w i . (6) must be suitably rzestricted., Thus we camnot ' &
' I, 7. have such 1nterrogatives as 'what presumably X AR
oo T did Bill see' from 'presumably Bill saw something', BRI
Cv, ot and so one This suggests that we restrict 4 o
cCTT oot 4n (8) to the form NP+ ... With this further e

e condition, we alse succeed in excluding such
...+ non-sentences as ‘'what for me to understand ALY
‘. "»!'  would be difficult?’, although the perfectly EE S
.. ...~ corract form 'what would it be difficult for '
"0 me to understand?' is still permitted, Thus
c« . _this condition would account for a distinction Mo U .
"t between the occurrences of 'for me to understand .- i PRENRER L. .

rmo a7t something' in the .contexts ‘=== would be L TE e 0
a . . o N .'_ . ‘. ‘ < "
Ty difficult"and ‘it would be difficult mama! LT L

a . N .o os o\, S '.':'-‘.-‘ e LA S P
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"'t so far as applicability of (6) is concerned, 10 o ]
© oo (op. cits pp. 45-46) [I do mot quote footnote . RS

Swto 10 here, because its content has been discussed ,
'H’. | in § 2.1 above, and it is of no direct televance
.‘xu S tc the point at hand -- JRR} o
"s' | This condition, which I will refer to as "Condition 2",
X l'.i‘l " . T
e . bears close scmtiny, even though it is clear that there is no overlap ‘ 35 " g
‘ " at 211 between it end the A-ovez-h principle -~ none of the ungramatical .
_ sentences discussed in cases A through P of §2.2 willbe :. | :
.44, excluded by Condition 2, Al
a In the first place, the first example is mot convincing. :i ‘ " i o
| " The fact that Chomsky's example * what presumably did Bill see? is “
..., ungrammatical has nothing to do with the fact that an adverb staris Y \ :
the sentence; as was noted in footnote 8 above, questions are ?}z:ﬂ ( '
R _ . AR
. (N ;\ incompatible with sentence adverbs in any position. Thus, neither ', '
; | | in Bill presumably saw something nor 4n Bill saw_something, 2re3umab12 % /* :
‘ h "can the word something be questioned: ¥ what 'did Bill presumably see? r',‘
- 7SI Y ‘ ‘ ! VoV el
PR and % what did Bill see, presumably? are both probably to be .
j“"f".',_ ‘.':‘:’, " exeluded, It may be that Condition 2 is correct anyway, but if e - ‘“ LT
;. v e, td Y
; ( 25, all of the sentences in (2.27), (2.28), and (2.29) must be :_ 1
ol Lt R SR Ao A
- f‘* . explained away, for they appear to be counterexample.a. o " 15.:-\ X
T .o S I e
.’ ' ‘ *" -,;;\ (2. 27) " After maintaining that you were sick, why did u SRVIRE
o T e SRR RCERTN *“‘. AR i O RIS B S
?*5?t.‘fa;i‘:?"’-s-f‘.fi’?ilﬁ’:f;‘.i;:""',"33':;?.;3»;‘;& youget owtof bedt . LU
e ERRTTLO T e S’;ﬁa’,,f..i‘; R PTIEINES. - -
4 | ’,’ ‘.»’),fl,* » Altho ugh you've never been in one, what would ‘,‘ 4
& l o '*:ff 3 * s ﬁ-‘:‘-il In 1.ight of this pxomotion, how 1ong win you ~\ 3»
& ., T I O e SIRY 'a. CL A e _ _ AR T :.._‘."
‘;» ;‘ ’ . N S ‘ | \..__. I . w.;( ‘::) ‘::, I,’;!:s"w"'v~_;v:'ihf-s :"; RIPENANE .o A
g . A Tt e, PARIERETI F I S SRR P
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a0 Y geay hexe? - ' S e Y

't‘;' ¢ . . '
. "_'l,-?“’ . - . , P
+ %" Furthermore, vhat prompted you to hit John? :
.~ If it rains, will you finally give up and go Lo
PRSP ~. home? ' . - C ey
T ! ey hewdl
75:.&*.-'?.13.}5’,":{;'“{ (2.28) th, after maintaining that you were sick, did - % ™
PR S N n‘:-' pedihy ¢ . . RN N
:,‘:-",'ﬁ’:‘ ":‘ L Y : (. i" t.,\‘ ‘. . . '-:.",.: . l’".l’ '
i you get out of bed? , co st bt
what. although you've never been in one, would Ay
- - e S
yc 1 do 4n a typhoon? ; SR C T S
i '-&'Tt i' ;l.. : :'.'[
... How long, in tht‘ of this promgiiom, wildi vt
o T AT '\ O SR
you siay here? ~ . R "i,l RENDEVARN. |
. ;"?.' ‘A
~ What, presumably, di& B:lll see? , SR
' o 3ut ) what can you do with the wounded? o a R '_";';. -
.o . . T :_.: ‘-:,“ ';'_ :“ . -. '.,._',
CoLah e e
. S g i I
The type of explanation which at first seems attractive -~ ... .5 2 &
i W '. :,.;"" ’43:
is one involving rule ordexing. That is, one might suggest that t:he ' '_'j-_f 'j_, IR
Question NNV Kule should apply first, and that thex the adverbia] LI
elements which start the sentences in (2,27) should be moved to the Wi .
-y i ,;"':. TV l.{-/ \;‘;‘}
£tont of the sentence, past the wh-words, to yield the sentences in ‘.v SURIENE RN -
~ cue T T
(2.27). Subsequently, a second adverb movement rule might move the - -éi_:‘f’i; LY
. .‘..?,':.-(h\".'"' “ BN » B “
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. el ,‘ e iR - . LT ;;v»-"-’ . -
o a ».‘x'” 5y O e U e g L
) . ,’ ) ‘. , . " . " s B : l: . ¥ 4‘ . A ‘ ’ . -"' | . . § '
‘ » ' . .o oL ’ i




ERY) . K A . ‘ .

Bane: you would do wh + semething in & typhoon, although you've P
%1, naver been 1n one.’w ,’;;’-i;?,":-" i : IR

A . : SN e
pe T s Ay
FR SO N TR A S TP N

o

KR N Vg TR

What, although you've never been

L4
TR P
.
O
.
B
-
.
X
- 3

R you de 4n 3 ¢yphoon?. -
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Since the sentences in {2.30) all contain cmbedded T

RN \'."f' questions, the first adverb movement rule, which produces the centences .j- i

ok AR

L., of (2:27), will also generate the ones in (2.30), unlees it can be ) '!' “\ ”t R
s restricted somehow, which seems doubtful to me. And if the f:lv:st ‘_ ’

- adverb movement rule camnct be prevented from generating them, then | .

RN N R S
‘ ., - the second adverb movement rule, which ¢enverts sentences like those R '.."f'... ; .

. ‘ x in (2.27) to ones like those in (2.28), must somehow be made obligatory“
' !. ;;( P , when it operates on embedded questions. It does not appear to me as. ‘ .
i~ ,*"".“ . -4f conditions of either of these kinds on the adverb movement rules ' PR g -
o : SR L
l’ St ::';';.;." s" cannot be stated, but it does begin to seem that:. the rule-oxdering /= . | ‘ . )
< IR R ' ST . -

i? i " :“' mode of explanation may not be the optimal one, ! { ») 3
‘: ’ _ ; 1f the coxrect explanation is not c'be found in the . , | \"’:"E,' ~
i : R ISRETI: -
o | ordering of the ruies, then some version of Condition 2 may be neceasatya_‘ 'f . -

iffji: :: I say “'sone vemioni", because 4t seeme to me thet the seatences in ;‘;_ “3.(“':. ,‘f:;..".‘f« .«3
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to the condition as it was originally stated. ' | o “ ’
B I would like to call particular attention to the last lv .
sentence of (2.28), what, 'greeuamblz,: did Bill see? This sentence r 3
N seems perfectly acce?table. as long es heavy pauses separate B “ ’ !
ORI A . BT ES AR
“ -»42 - presumably from the reat of the sentence. This fact is especially ** ’ . S
By N VS IR
: w ’: baffiing, since it seems that presumably can occur nowheze else in
L i. ;:"_ "; the questioned sentence, unless 1 was wrong in excludiug the quast:lon j *
L bR LT

\ 5;:‘31.: ; ,' iy which has it occurrimg finslly, preceded by a commz? " ?* what did . ‘ "'"f':r' '35?_‘

"l 't o f.

w4, have raised can be attempted.

e By One last comment about Condition 2 should be made:

| - S 4.4 chat sentences like this can be excluded by a much more
_' widely applicable condition than Condition 2, and one that 1s

| . : “* independently motivated. So it appears that although Condition 2

‘ ‘ .+ may be correct, the caly aupport for it is to be found in the . ,“ L

Z») : -;,v N ;: -e za.« i '
, T ‘ confused mass of cases which have to do with the interrelationship 4 L
. C e LT e g
' of the two adverb movemeat rvles and the question formetion rule, ;. \ i
< .. -, 2 5.°" . In summary, I have tried tc demonstrate in this chapter »(
: | “' ‘ thas the tlu:ea conditions on ﬂﬁa telativc chuse and queation fomanm g & r
. "-n. TR S S LA ‘~ ‘
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. rule which Ciiomsky has proposed all suffer from defects of various -
”._ - . ‘- i{; “ v,- L .
7. kinds. The A-over-A principle, while shown in § 2.1 tobe too . "7.. /. '

- BLLORY 16 & son-triviel way, 3&111' ie the most important of the th:z'ge)__ R

::,.1_5';' because of the wide range of cases it successfully accounts for, ) :2 - ' .5

4)""2. :_5‘-«‘-' O !
s _Condition 1 seems tb be somewhat too sttong, in some'way which I ;’, i ‘w
A PRI PR
.. ., cannot yet delimit precisely; but insofar as it is correct in the ‘f ": e s;," ‘,‘
DR e, o LA S
* restrictions it -imposes upon the relstivizing or questioning of '553:?“;';: * :
> "3..‘."-." ‘: ;l :M

t either to the rules of English grammar or to the theory of grammax. *-_ _'_;3 : ,,, i

DI AT PR '
But it seems that this condltion, if it is to apply both to full and
. : to reduced :elativa clayees, cennot be fornulated in terms of Chouky p E
“ i'f,f.“;.‘ :: ~ notion of "single application of rule (6) to a string"; rather, it o
| -li't , " must be formulated along the lines suggested inm (2. 26), and, as will ; )
; ‘be ghown in § 4.1, (2.26) contains, in rough form, the central R
8 ‘ notion of the Complex WP Constraint, which has much independent ﬁ
“\_":: " ,.‘, motivation. In any case, Condition 1 fails to account for most k :;: -
| ‘ : of the six cases of § 2.2.. The status of Condition 2 is undecided,
. ’ " because of the preseant lack of knowledge about the complex syntactic
. a phenomena which may provide support for it. But whether it is - » X
: eventually adopted or not. it csn account for none of the six cases | y
‘ / ; . I hope that in my cri.ticisma of the three conditions ‘
B 3“ ' proposed by Chomsky I have not givan the impression that 1 wish to ’
~ o benttle them, mraly because t:hey can be ptoven to bc wrong today; i
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% . " for the contvary is true: these conditions, in par:icular . the

‘ A-ovet-A principie, provide the basis fox the present work.
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. "Precisely constructed models for
linguistic structure can play an important

role, both negative and positive, in the process
of discovery itself. By pushing a precise but
inadequate formulation to an unacceptable
conclusion, we can often expose the exact source
of this inadequacy and, consequently, gain 2
deeper understanding of the linguistic data."
(Chomsky (1957), p.5)

Tae main task of this work is to provide e set of.‘-'
e " constraints which will avoid the defects pointed out in § 2.1 -
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The relation exhaustively dominates is the converse of the

converse of the ISA relation (cf. Fraser (1963)). I use the

term (weakly) dominate as follows: if A (weakly) dominates

B, then A exhaustively dominates XBY, +vhere X and Y

are (possible mull) variables and B is a single symbol or

a string of symbols. A immediately dominates B if and
only if A dominates B and there is no Z such that A

dominates Z and Z dominates B.

Sentences like I painted red.  all the houses which had white

doors are derived by a different rule which moves “complex"
NP (for an attempted partial explanation of this term,

cf., § 3.1.1.3.2, below) to the end of the first S above
them. Some results ﬂof this rule are the sentences I would

consider unwise any attempt to visit her now, Pete attributed

to Masaccio a beautiful old fresco which Joan swooned over,

They elected president a man who had naever run for public

office before,- etc.:

Thexre are two .acts about such sentences as those in (2.23)

which indicate that the clauses in them that start with a

wh-word axe in fact questions, and not the type of clause

which has been called "the free relative clause," such as

the wh-woxd clauses ia I eat what she cooks or I _live where

S ervagng, .

he lives.

38
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Questions exclude sentence adverbs, like perhaps,

probably, possibly, etc., as was pointed out by

Katz and Postal (cf. Katz and Postal (1964), p. 87-88).
Thus the following sentences are impossible:

* Did Joan probably hurt himself?

. What will she perhaps wear?

* Where did you possibly find this?
The same r?striction, however it.is to be stated,
which is far from being clear, obtains after such
verbs as ask and wonder,

* T wonder whether to probabiy leave.

* Tom asked where he should possibly put the car.
although after ask there are contexts where these

adverbs can occur; e.g., Tom asked where Jane

probably put the ecar. There is still much to be

explained here.
The word else can appear after the wh-word in questions
What else did he say?

Where else did you stop?

Why else would he have come?

and after the wh-word in clauses after wonder, ask,

ELTT N,

koow, find out, determine, guess, etc.
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I wonder what else he said.
Tom asked where else I stopped.
? I know why else he would have come.

but it cannot appear after the wh-word of a free

relative clause K

, * ; ate what else she cooked. ’t

é * I live where clise he lives.

] . ¢
f?f 9. I will occasionally wish to designate more ‘than two degrees ; L
_:% of acceptability; when I do so I assert that I find that a;
'{é sentences prefixed with an asterisk are completely unacceptable; _'
t-f . these prefixed with a question mark followed by an asterisk ‘;%Q

g are only barely acceptable, if at all; those prefixed with a ‘

\i question mark are not quite fully acceptabie; and those with . :é ¢
:% no prefix are completely acceptable. . ‘ : ?f'
v 4 . E -
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Chapter 3 °
TREE PRUNINGT '»~

3.0. .

3.0.0; - A fairly serious failing of the present theory of . !
generative grammar is that it assigns to many sentences derived é‘
constituent structures which seem intuitively to be ovezly complex.' ' é
For instance; sentence (3.l) wouid probably be assigned some such | P

1

structure as the one given in'(3.2): %&
.(3.1) John is taller tham Bill, :

(3.2) c—— o S -
///,/// | N
NP Ve - N
‘ ,/i\ ' v
A II\ 3
: Adj er ‘than \(SP -
tall e =
il |
Bill 2

At present, I am not interested in the question of -

what the node over the constituent than Bill (if indeed it is a .
constituent at all) should be labeled, so I have avoided the issue ‘
by labeling it with a question mark, What concerns me At present 3 'f*’/

is only the question of whéther the NP 'Bill should be immediately

LEE

P




iominated by the circled node S. It seems intuitively abhorrent B )
to assert that, in sentence (3.1), the single word gi;l,has the .
same status as a constituent as the whole sentence, and yet that ‘E‘
15 precisely the assertion that the labeled bracketing in (3,2) ' ' @‘;

makes. And yet ‘in séntence (3.3), from which (3.15 is derived
by the dcletion of the secend occurrence of the word is, it
seems more reasonable that the phrase ﬁiil is should be called
a sentence,
{3.3) —John is talle% than Bill is.,
for there is every reason to believe that the underlying structure

contained the sentence Bill is tall. Transformational grammarians .

since Harris (cf. Harris (1957), g:~§§6) have agreed that sentences ('i
containing comparatives derive from sources containing at least .
two sentences, and in more complex comparative sentences, like
those in (3.4) ..
(3.4) This sofa is longer than the room is wide.
Tom is smarter than anyone thought he would
prove himself to be. i 'é
Bannister ran a little faster than it was |

necessary for him to run.

there is no intuitive difficulty in labeling as sentences the

phrases which follow than. But the phrase Bill is, in (3.3),

L3 which it seems correct to call a sentence, ceases to be felt to

s e
TR O T Y

be one when the word is is deleted. .
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.
.
'% Similarly, it seems counter=-intuitive to claim, with
ié the present theory,.that the correct structure to assign to a NP
‘i like his yvellow cat is one roughly like the one shown in (3.5).
s (3.5) | Ne
5 = i
" 3 . Art Postart ~cat ;
‘% NP VP -
i | i
N Adj ‘ -
7N i
3 N Poss ‘yellow
é Once again, recent research in syntax has called into 2
Qé . question many facets of the analysis implicit in (3.5) (cf. Postal 3
‘i .(1966a) and Lakoff and Ross (in preparation b)), but at present “ _ ;v:‘
:é- I am only interested in the fact that it seems incorrect to claim E; |
F% . that the words his and yellow are sentences.2 In the present ‘g |
Vé theory, an NP 1like the one diagrammed in (3.5) would, correctly 4
§ I think, be derived from an underlying NP with two relative : yé;j
ﬁg clauses: “the cat which I have which 'is yellow; The motivation .‘ | =
‘E for deriving possessives and prenominal adjectives from relative ié“é
§ clauses is well-known enough not to need recapitulation here S giﬁk'

07 s el s 1 1 e At O, 3 et
N . N
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(cf., e.gs, Harris (1957)), although several real problems
remain (cf. Winter (1965)). But it seems to me that the analysis

is well-established enough to make the appearance of the two

circled S nodes in (3.5) more than a pseudo-problem.

3.0.1. To overcome the inadequacies of the present theory,
which I have just discussed, I propose that the following principle
be added to the theory of derived constituent structure:

(3.6) 'S = Pruning: delete any embedded node S

which does not branch (i.e,, which does not

immediately dominate at least two nodes).

This principle should not be thought of as a rule which
is stated as one of the ordered »ules of any grammar, but rather as a
condition upon the well-formedness of trees, which is stated once in
linguistic theory, and applies to delete any non-branching S nodes
which occur in any derivations of sentences of any language. The
condition that (3.6) only affect embedded S nodes, which was
suggested to me by q?@%ge Lakoff, is necessary to prevent the node
S which should dominate imperative sentences like go home! from
deleting when the subject, 'you, is deleted.3

It is easy to see that (3.6) will operate on the .

circled instances of the node S which were pointed out to be-

intuitively incorrect in diagrams (3.2) and (3.5), but the only

evidence I have given so far for adopting (3.6) is that without
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B it, counter-intuitive derived structures would be produced, This

is already a sufficient reason for incorporating (3.6) or some-

o < Y

N thing like it into the theory, but it might be objected that (3.6)

3
et

n could be replaced by some other convention which would do as well E

A for the two cases I have discussed., Below, however, im § 3,1, I - ?“

will discuss eight cases which I know of,whose correct analysis

seems to me to depend upon occurrences of § being pruned out
either by the principle stated in (3.6) or by some more general
principle which subsuﬁes it. These cases constitute even stronger
3 evidence for (3.6), for in each case the rules which would be =

required in order to describe the facts accurately without the , -

2

principle are far more complex than the rules which can be

formulated if the principle is adopted. In most cases, ‘ad hoc

S’
Y -~
et 8 ACSRRNE E ANL T

g conditions would have to be placed upon the latter rules, but ia i

R !
: some cases extra rules would have to be added, and in one case, ;‘;
§’ H

3 ' which is discussed in § 3.l.4, the facts seem to me to resist ' g
’tﬁ description completely, unless one allows the Complei NP Constraint ¢§4
% (cf. § 4.1), which is applicable elsewhere in English and which . ?;

pvIgs

I believe to be universal, to be avoided somehow for just these &

A\

casese
3 3.0.2, Before I start in on a detailed analysis of the eight
e€ cases, I would like to add ome final prefatory comment, which was o

suggested to me by James Thorne, in a recemnt letter, Traditiomal

v 35 P RN

e, w T




centence would be “any subpart (mot necessarily wroper) of the ' R
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grammarians distinguished between phrases and clauses; and while S
a considerable effort has bzen made, both in structuralist
linguistics and ia generative grammar, to reconstruct the former

notion (the resulting theoretical entities have been called

(irmediate) constituents, tagmemes, or trees), little attention
has been focussed on the iatte: notion, to the best of my know=- Y s
ledge, in any recent theoretical work. In the framework of

generative grammar, it would seem that the most natural

reconstruction for the traditional motiom of clause of 2

terminal string of the final derived phrase marker of a sentence
which is dominated by the node“ S." But without some noticn of
tree-pruning, the cases discussed above, (3.2) and (3.5), are .
counter-examples to this recomstruction, for no traditional

grammarian would desiénate as clauses the words Bill, his, or

yellow, However, with principle (3.6), these words are no

/
longer dominated by S in the derived phrase marker, sc the ' § -
definition just propesed is again in 1'ne with the traditional %‘?‘
notion., It might be thought that the distinction between clause

: Py

1

and phrase is a minor one, but I feel that the contrary is the 2
case, Many rules can only be stated if the notiom of clause is

available (three o these == the Latin word order rule, the

Serbo=Croatian clitic placement rule, and the English reflexive

rule =» will be discussed in the next section), and I think it -
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is fair to say that the fundamental idea of txansformational : i;
grammar -—— Harris's insight that complex seﬁtences can be thought ‘
. of as being in some waf "composed" of more elementary sentences, : : .
which may only appear in a deformed sh
can be traced back to the realization that what might be called
“"clauses of the underlyingnstructure" may diffex from the things
which have traditionally been called simply “clauses," sut which .

it might be more accurate to call "clauses of the superficial |

structure."” And the failure of traditional grarmarians to

o Z et .. . . ;el ¢ ‘ ". 1
> 3 recognize that the clauses I go and I shave myself underlgi=y -
Y the phrases to go and ‘shaving myself in (3.7) N

i (3.7) 1 want to go.
Shaving myself is difficult for me.

4 may derive in part from the fact that such principles as (3.6) 33:;

, were not available to them. o
g 3010 ) ;‘.i:;‘
.' 3.1.1. ' ' 3 ;
e g
;) 3.1.1.1. The first of the eight cases I will discuss nas to do = . ﬁﬁj
> 3 \.
3 with the interaction of the Particle Movement Rule and “complex" e

NP, Verb particles in English are a subset of the English
; prepositions which occur in such two-word idiomatic verbs as ' AR

RS
_+ 8 1

eke out, think over, call up, show off, etc.a Since there is a

e Y T —— Cadnd e VI ul - e il (i e o

. P T TN T VLR el ot aun ki
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close lexical connection between verb and particle (bruit, for

g ; instance, only occurs in, English in construction witn the
particle about), in'previous transformationél accounts it has
been assumed that the structure underlying (3.8a) is basic and
that .(3.8b) is derived from it by a rule roughly like the one
U given in (3.9) (cf. Chﬁmsky (1962), p. 228).

| (5.8) a. The shock touched off the explosioa.

(3.8) b. The shock touched the explosion off.’

(3.9)  Particle Movement
X V =« Prt = NP - Y '
v OPT OBLIG if 3 is a pronot
1 2 3 4 ===> BLOCKS if 3 is "compl
1 0 342 4

The condition that (3.9) be obligatory if the object
NP is a pronoun has been imposed in oxder to exclude sentences

1ike #* T called up him, But it is the second condition on (3.9)

which I am primarily interested in)in connection with the problem
of noce deletion. Chomsky notes (cf. Chomsky (1961), fn. 18)
Th;: whatever “complex" in the second condition on (3.9) nay mean,
it cannot be equated with "long", for he finds (3.10a), though
far longer, far more acceptable than (3,10b).

(3.10) a. I called almost all of the men from

Boston upe-
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b. * I called the man you met up.

I agree with his intuitions, but I must point out that
there are people who find (3.10b) perfectly acceptable, and there
may even be people who find it better than (3.10a). The whole
problem area of whatl NP are felt to be "heavy" or “comnlex"
borders on questions of‘style, and there seems to be a béffling
array of dialectél, or possibly even idiolectal, variations here.,
Since I have not made a systematic study of this variation, I
can have no hope of finding examples whose acceptability will be

" agreed or by all readers, if iﬁdeed such examples exist. Instead
I must resort to describing the facts of my own speech, insofar as
they cen be ascertained with any comsistency, for this area is really
a gr-wmatical shadowland, and I fear my own judgments may change
from time to time. I can only hope that most readers will share

my judgments, at least in part.

Jelele2, With this caveat, I would like to propose the following
definition as a partial explication of the notion of “complex" NP,
(3.11) A noun phrase is complex if it dominates the
R the node S,
Used in conjunction with the principle for S-pruning, (3.6),
definition (3.11) explains why senteunce (3.10b) is less acceptable

than sentence (3.10a): in the d.c.s. of the former, the node §

will dominate the relative clause you met, so the object NP,
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the man you met, is complex, under definition (3.11); but in

(3.10a), although the post-nominal modifier ‘from Boston is

3anived from 2 relative clause, who are from Bostonm, the node

UWSGhAVe

S which dominates this clause in the deep structure will have
5

been pruned by (3.6) when the Relative Clause Reduction Rule

deletes the subject NPyg_g_ and the copula are,
A similar explanation holds for the sentences in
(3.12), (3.13), and (3.14). The b version of each of these

sentences is more acceptable, because the nodes S which dominate" ;

i
B
:
— 3
-
>
]
&
&1

the relative clauses of the a versions are deleted after the who is

has been dropped by the Relative Clause Reduction Rule .

- - (3.12) a. % T ran a man who was old down.
be I ran an old man down.
(3.13) a.. * I'm going to call somebody who is
sTtrong up.
b. ? I'm going to call somebody strong up.: '
(3.14) a. % I polished the vase which was from ‘
India up. 3
b. ? 1 polished the vase from India up.
I f£ind sentences (3.13b) and (3.14b) somewhat worse than
(3.12b), although none_of.them are complex according to definition

(3,11), It 1is thus clear that (3,11) cannot be strengthened to a

biconditional: for an NP to dominate the node S is a sufficlent,

taan,
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possible explanation for the less than full acceptability of
(3.13b) and (3.1l4b) will be suggested below, in § 3.l.1.3.
Neverthe.less_, despite the fact that principle (3.6) camnnot explain

the variations in acceptability among the b sentences, the fact

.that it and definition (3.11) can predict the difference between

the a sentences and the b sentences is an indication of the

correctness of (3.6).

3.1.1.3.

3.1.1.3.1. I will now discuss what I consider to be an inadequacy
of the previous analysis of particles, or of any analysis which
jncludes conditions like those on (3.9). The second condition on
(3.9), it will be remembered, was one which prohibited Particle
Movement f£rom moving a particle over a complex .NP. I wish to

argue that to state this as a condition on Particle Movement

alone is to miss a very general fact about complex NP in English.'
In sentences {3.15) to (3.19) below, the _a_x_-sentencés, in which the
direct object immediately follows the verb, are basic, as is
demonstrated by theuaceptability of the b-sentences, in which
the direct object has been moved to the end of the verb phrase.
(3.15) a, He attributed the fire to a short circuit.
b. *He attributed to a short circuit the fire.
c. He attributed to a short circuit the fire.which

destroyed most of my factory.

v N oA A, v 8 Y S Y f ks )
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(3.16) a. He threw the letter into the wastebasket.
b. - * He threw into thg wastebasket the letter,
Ce He threw into the wastebasket the letter
which he had not decoded.
(3.17) a. We elected my fathef president.,
b. * We elected president my father.
Co We elected president my father, who had
. just turaed 60, |
(3.18) a. They dismissed the proposal as too costly.
b. * They dismissed as tuo costly the proposal.
Co They dismissed as too costly the proposal
— " for the State to build a sidewalk from
Dartmouth to Smith.,
(3.19) a. I consider the problem unsolvable,
b, * Iuggggggggwggﬁplvable the problem,

Ce I consider unsolvable the problem of

keeping the house warm in winter,

The grammaticality of the c-sentences can be explained by

a rule which optionally moves = compiex NP to the end of the first
sentence up. As the non=-sentences in (3.20) show, however, this rule

nust be restricted in some way,
' forced
(3.20) a. *®1I to eat hot soup all the children
iwanted -

who were swimming.
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b. * I told that we were in trouble a man
who had a kind face.
¢. * I watched talk(ing) all the children who
had never seen the sea.
d. * He restrained from attempting to bend the
bars a cellmate he had knowsjon the outside;
for all of them are the result of moving a complex NP to the end
of the $§ which contains it. It might be proposed that the rule
should be restricted so that a complex NP can move to the end of
its S omly if it does not pass over a VP in moving there. Such 5
condition would be suificient to exclude the ungrammatical examples
in (3.20), tut unfortunatély it would also exclude (3.18c) and

(3.19c), since I see no reason why ihe phrases too costly and

unsolvable should not be considered to be verb phrases. Furthermore,

the sentences in (3.21), which show that one complex NP can be

A A reeg et e rmeett th e ee

moved over another, provide additional evidence against the propos&@ék[

condition, for the second complex NP, over which the one being

moved permutes, will of course.contain a VP, (I have underlined

these VP's in (32100
(3.21) a. He attributed to a short circuit which

"‘'was caused by an overloaded transducer

the fire which destrcyed most of my factory.
b. He threw into the wastebasket which stocd

" by his desk a letter which he had not

decoded.

TR SRR e oy - r -
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Ce They dismissed as too costly to people

: % ' who ‘1ive in the suburbs the proposal for

g the State_to build a sidewalk fzom Dartmouth

o ' to Smith.

Clearly'the condition must be weakened somewhat, but

K before this is attempgea,_one'further_cl§§§_of constructions must be

taken intc consideration, |

(3.22) a. ?2% I found to be delicious some fruit which

B I picked up on the way home,

1AE A b, I found delicious some fruit which I
picked up on the way home. .

(3.23) a. ?* The mayor regarded as being absurd the
proposal to build a sidewalk from
Dartmouth to Smith.

‘li De The mayor regarded as absurd the proposal

-4 to build a sidewalk from Dartmouth to

Smith. |

{(3,24) a. * I consider to be a focl the senator

P Adsais 2o

who made the opening speech.

. -_ b. ? I consider a fool the senatox who made
the opening speech,

: For me, at least, the a-sentences above are considerably
worse than the b-sentences, although.some speakers may f£ind the

distinction not to be as clearcui as % have indicated. This then

5
e

&
13
»
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indicates that the rule which moves complex NP must be made
sensitive to the presence of the copula, be, for the a and b~

- alae
[

Ane Ter 4 +hnae 1L
VVe [d

er oaly in that bc appea
and does not appear ia the ones which are grammatical. Under previous
generative analyses of adjectives, such as the one found in Chomsky
(1965), on p. 102, in wh;i.ch be is not treated as a verb, .but rather

as a terminal elément of the base component, no simple statement of
the restriction on the complex NP <rule is possible, as far as 1

can see. However, under a new analysis of adjectives, which I have
proposed in some detail elsewhere (cf. Ross (1966c)), the restriction
is easily stated. In this new analysis, which is independently
motivated by a number of comstxructions, be is treated as a real verb
516

vhich takes a sentential object. Using the feature [+ Ad31", the

underlying structure of John is Happy is as shown in (3.25).

(3,25)

D N
be :

- J J)hn A!ux liIV

? +V

Loots]
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S (I have used a question mark for the auxiliary of the embedded
;{ sentence to indicate my uncertainty as to whether it should appear
f at all there, and if so what node it should dominate)
Under the analysis which is implicit in (3. 25), the
restriction which is necessary to exclude the sentences in (3.20),
(3.22a), (3.23a3), and (3.é4a), while allowing ¢(3.18c), (3.19¢), (3.21)

(3.22b), (3.23b), and (3.24b), can be stated as follows: a complex‘

;2 NP may permute to the erd of the first sentence up, providing
A it permutes over no true verb (i.e., L ‘]) unless that verb is
E (-adj )
v dominated by an NP, More formally, the rule is :

(3.26) Complex NP Shift

q

%
G P
/AN

X « NP - ¥
OPT
1 2 3 =—p

1 0 342

|
i

Condition l: 2 dominates S

. +V
BLOCKS if 3 Xl'+[?Adj]i + X2

™o
(1)

where there exists no NP which

. +V 17
domzna?es [;Adj ; .

Notice that (3.26) will generate (3.20b) = * I told

‘that we were in trouble a man who had a kind face. It might seem

that this sentence could be excluded on the basis of the very general

output condition on performance, which is stated in (3.27):

O PrRT TR e " PTS——T Cr ory: rreegrr——— —rvve / yorerew v ewTere ey




(3.27) Grammatical sentences containing an internal

(
4 NP which exhaustively dominates S are

.

unacceptable.

(3.27) would explain why (3.20b) is unacceptable -- it

contains an internal NP which exhaustively dominates the senteance

that we were in trouble, Some condition like (3.27) seems to be

Al

necessary in any case: note that (3.27) also explains why the

a-sentences of (3.28) to (3.33) are worse than the corresponding

b~ oxr c~sentences.

(3.28) a. * Did that John showed up please you?

b. Did the fact that John showed up please

you?

c. Did it please you that John showed up?

(3.29) a.?* That that John showed up pleased her

was obvious.

b. ? That the fact that John showed up pleased

her was obvious.

c. That it pleased h2r that John showed up

was obvious.

(3.30) a. ?*For whether she died to remain unclear

would spoil the play.

b. ? For the question aifto whether she died

to remain unclear would spoil the play.

c. TFor it to remain unclear (as to) whether

she died would spoil the play.




58
(3.31) a. ?% I want that Bill left to remain a
secret,
Do 1 want the fact that BilL left to
remain a secret.
Ce I want it to remain a secret that Bill

left.
(3.32) a., * What what I ate cost almost broke me.
b, What the thing which I ate cost almost
broke me.
Co What the thing cost which I ate almost
broke me,
(3.33) a. * I went out with a girl who that John
showed up pleased.
b ? I went out with a girl who the fact
that John showed up pleased.
Ce. I went out with a girl who it pleased
that John showed up.

In each of the a-sentences, (3.27) applies and explains

their unacceptability., In the b~sentences, (3.27) does mnot apply,

because a head noun (fact, question or thing) has been added to

the Internal sentence that produced the unacceptability in the

a-sentences, so that they are no longer exhaustively dominated by

NP,

And in the c~sentences, extraposition has applied, and the

offending sentences_are no longer exhaustively dominated by NP, |

. S e o e ra——— 58—
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But although (3.27) will explain why the a-sentences

as a class are worse than the b- or c-sentences, it will not explain

why (3.29a), (3.3Ca), and (3.31a) are slightly better than the
others, which means it is not sufficient. 4nd although (3.27) seems
to be right, in mariy cases,9 I do not think it can explain the

[ ungrammaticality of (ﬁ.ZQb), whizh I find to be absolute word salad.
Sentences (3.28) to (3.33), while ponderous and taxing to read, are

still decipherable, but (3.20b) is baffling. This means that some

other condition must be placed on (3.26); what I believe to be the

L oofra
correct one is given in (3.34)(baft ¢t §643.3 cu'wz,).
- ] W (3.34) Condition 3: (3.26) BLOCKS if Y = NP_, where
. : ’t[ﬂ" AV~ d

; NP, # [P + NP] .
3 [
(3.34) seems to produce the right results in many cases:
it allows (3.15¢) and (3.16¢), but excludes (3.20b), Furthermore, it
correctly prevents (3.35a) from becoming (3.35b), and (3.36a) from
. . becoming (3.36Db).
(3.35) a. I loaned a man who was watching the
4 race my binoculars.
b. * I loaned my binoculars a man who was
watching the race,
. (3.36) a. She asked i man who was near the window
whether it looked like rain.
- % b. * She asked whether it looked like rain a

man who was near the window.

I e e s = .
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However, Condition 3 also incorrectly exciudes (3.17c) == We

elected president my father, who had just turned 60, for president

is an NF. At present I see no way around this

gt o o mam amaa T Al
LU‘lg LACOULLe

Nevertheless, it seems beyond dispute that a rule 1ike
(3.26) must appear in the grammar so that complex NP can be
displaced from their unﬁerlying positions. This rule will be optional,
and it must be éupplemented by some output condition which will
stipulate that if a sentence contains an un-permuted complex NP
“near the end" of its .VP, the acceptability of the sentence s
lowered. Thus, for instance, the sentences of (3.37) must all be

designated to be unacceptable in varying degrees.

(3.37) a. * We called my father, who had just
turned 60, up.
b. 2% We elected my father, who had just
turned 60, president.
c. ? All those speeches made.my father,
whr had just turned 60, mad.
d. * They gave my father, who had Jjust
turned 69, it.
flowever, there are many more seuntence types than those
in (3.37) which must be taken into account before this output

condition can be stated in its fullest generality., Some of these

follows:

*




(3.38) a.

b.

Ce

de

(3.40) a.

b.

Ce

%

7%

7%

.

He figured

He f£igured

He figured
He figured
He figured
He figured
He figured
He figured
I sent him
I sent him
I sent him
I sent him

We elected

out that,

Ann out.

out Ann,
something out.
out something;
the answer out.
out the answer.
it.

that.

Andy.

something.

the man who he had brought

with him president.

61

We made the reports which he had brought

with him available.

They gave the reports which he had

brought with him to me.

Once again, I must emphasize that these judgments, which ;;

are not sharply defined in any case, may only hold for my own speech.

Mevertheless, I would expect similax phenomena to exist in most dialects.,

l: MC S o
PAruiitex: provided by ERiC
PN bt SR S I TS .
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3.1.1.3.2. It sexms to me that such facts of acceptability as

those indicated in (3.37) - (3.40) can most readily be accounted
for by ‘a theory constructed along the folloging lines. First of
all, all the sentences in (3,37) ~ (3.40) should be generated by
the grammar and designated as being fully grammatical, With the

exception of Complex NP Shift, (3.26), no conditions having to

do with complexity will be imposed on any rule, and the same

thing applies to conditions having to do with pronouns. This

means that neither of the conditions on Particle Movement, (3.9),
will appear, and both {3.37a) and (3.38b) will be generated.

Similarly, the Dative Rule will not be restricted so as not to

apply if the direct object is a pronmoun: (3.37d) and (3.39a)

will also be generated.lo

Instead of restricting the operation of particular
rules, I propose that ah output condition, much like (3.27), be
stated, which imposes an ordering upon the constituents which
follow the verb of the sentence which contains them, and lowers
the acceptability of sentences whose constituents are not
arranged in accordance with this condition, It will be remembered
that (3.27) had a zimilar effect: it rendered unacceptable
perfectly grammatical sentences which contained an NP which
exhaustively dominated the node S.

The output condition which I propose iz (3.41) is

highly tentative, for I have not done much xesearch on this extrcmely
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difficult problem. (The lower the numbexr before a constituent

in (3.41), the closer it must be to the verb.)

=

(3.41) Output Condirion on Post-Verbal Constituents

1. Direct object pronouns

2. a, Indirect object pronouns:

.b. Demonstrative pronouns and integers

used as pronouns (give me two)

3. Proper names

4, a, Particles (up in call up)

b. NP with ne postnominal modifiers

s. Reduced directional phrases (out in let out)ll

6, NP 1like president in elect him president

7. Single adjectives like available in make

" the reports available

8. Indirect object phrases-and directional

phrases

9. Non—-complex NP with postnominal modifiers

10.  Complex XP

11, company in keep company

The ordering in (3.41) is doubtless wrong in many

particulars, but it incorporates some generalizations which cannot

be expressed if conditions on rules, such as the ones stated on (3.9),

are used instead of it., For instance, to say that direct object

pronouns occupy the first place in such an ordering as (3.41) is to

Ml TP




simultaneously exclude both (3.38b) and (3.3%9a); but in a system
which makes use of conditions on rules, one‘condition would be

needed to exclude each., Furthermore, in this latter system, there

is no way to indicate that both of the sentences to be excluded are

unacceptable for the same reason, but (3.41) &oeé make this claim,
which I Yelieve to be a true one.

I will now attempt to justify (3.41), insofar as that
is possible in my present state of ignorance. In mény cases,
particularly in the higher numbers of (3.41), I have put one
constituent before another on the basis ¢f very scant evidence,

Firstly, (3.41) is only a partial ordering, and a
number in it which is-followeéd by the letters a and b indicates -
that for me, there seems to be no preferred ordering of the
a-constituents with respect to the b-constituents. This 1i$ the

case in two instances: I find no difference in acceptability

tetween I called an old friend up and I called up an o0ld friend

(these are the two constituent types mentioned in 4 of (3.41)),

nor between the sentences give me that! and give that to mel
(2 of (3.41)). o

Secondly, (3.41) makes the prediction that violations
of the hierarchy which arises from permutations of constituent
types which'are close to one another in terms of (3.41) will
lead to smaller losses of acceptability than permutations of

constituent types whf.n are far apart in (3.41), and this
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prediction seems to be borme out in a number of cases., For instance,

the sentence I tried to figure out John (3 follows 4) is better

than I tried to fipure out that (2 follows 4y, I also find Let the

dogs which are barking out (5 follows 10) somewhat better than

Knock the dogs which are barking out {4 follows 10)., These two

sentences provide the motivation for distinguishing iﬁ (3.41)
between the reduced directionai adverbs discussed in footnote 1l
and true particles. In addition, I find that while comstituent
types 4a and 4b are equally acceptable in either grdef, constituents
of type 5 are more comfortable to the right of comnstituents of

type 4b than to the left of them. So knock out the sentry! is as

natural as knock the sentry out!, whereas let out the sentry! is

somewhat less natural than let the sentry outi ' 3

My only motivation for ordering constituents of types
6, 7 and 8 as I have is that it seems to me thaéihomélex NP jb
(type 10) can precede 8 more readily thanm it can precede 7, and
7 more readily than 6. This is exemplified in (3.40): (3.40a),
which is the least acceptable for me, has the order 10-6; (3.40b),
which is slightly better, has the order 10-7; and (3.40¢c), which
is almost, if not totally acceptable, has the order 10-8. i
Constituents of type 9, for example, the NP’ somebody . | fwg-

strong, are ordered closer to the verb than complex NP like

somebody who is strong. This explains why (3.13b), which has the

order 9-4, is better than (3.13a), which has the order 10-4. The L~

same explanation can be given for the difference in acceptabllity SRE=
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between (3.1l4a) and (3.14b).

Finally, I have inciuded in type 11 such words as

company in keep company, through in see (someone through, to in

bring (someone) to and on in put (someone) on, because for me

these words must always end their VP, unless a relative clause
has been extraposed around. them., In the sentences below, the
a-sentences are the least acceptable, the b-senternces, in which

a complex NP precedes-a constituent of type 11, are somewhat

more acceptable, and the c-sentences, in which Extraposition

from NP has applied, are the most acceptable of all, although
they are still awkward.12 .
(3.42) a. * He kept company some girls who had
been injured in the wreck,
b. ?% He kept some girls who had been injured
in the wreck company.
c. ? He kept some giris company whe had .
been injured in the wreck.
(3.43) a. * I insist on seeing through all the
students who started out the term in
my class.13
be 7% I insist in seeing all the students who
started out the term in my class through,

c. I insist on seeing all the students through

who started out the term in my calss.

————— —— s & . gt~ e S —— T prm—— T - ~———er - . ————— —————
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(3.44) a. * The doctor brought to the passengers

who had passed qut from the fumes.

o

[ ]
!
1
)
(
f
[
*

had passed out from the fumes to.
'c. ? The doctor brought the passengers to
-.who had passed out from the fumes.,
(3.45) a. * He tries to put on everyone who he
. doesn't like.
b. ?* He tries to put everyone who he doesn't
like on,
¢c. ? He tries to put everyone on who he
doesn't like, .
These sentences raise many problems I cannot deal with,
Firstly, I cannot explain why (3.43c) should seem more acceptable
than the other c-sentences, or why (3.44b) should'seem less
acceptable than the other b-sentences. Secondly, iﬁ may be the
case that the g-sentences are so bad that they should not be
generated at all -~ this would eﬁtail restricting (3.26) so that

complex NP immediately to the left of such words as com any,

through, etc. could not undergo the Complex NP Shift Rule. More:

damaging is the fact that the hierarchy in (3.41) predicts -that all

the b-sentences should be the most acceptable of all, in fact

perfectly acceptable, but in no case are they anything better than

barely acceptable. This means that the hierarchy must either be
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modified or that it must be supplemented by some supplementary output
condition which lowers the acceptability of any sentence containing {
a complex NP near its end, even though the Ardering in (3.41) is {
adhered to., So, for example, in (3.46), even though the object NP

4 of the verb watch is complex and very lengthy, rule (3.26), Complex

YT TNy

g NP Shift, cannot meove it over the VP talk because of Condition 2

. on (3.26).

g iy L3 L g

(3.46) * I watched the Indians who the man who had

_ been my advisor in my freshman year had
;5 advised me to study when I got to Utah talk,
-? Notice also that the unacceptability of such sentences
as (3.46) and of the b-sentences in (3.42) - (3.45) can be recuced
by adding material to the end of the seatences

(3.46') ? I watched the Indians who the man who had
2 ' been my advisor in my freshman year had
4 advised me to study when I got tec Ulah talk,

because I was fascinated by the way their

view of the world seemed to be constrained

by the structure of their language.
(3.42b') ? He kept some girls who had been injured in

the wreck company, and meanwhile I scouted

around to see if I could find a phone.
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(3.43b') ? I insisted on seeing all the students who
started out the term in my class through,
after they had all chipped in to buy me a
going~away present.

(3,44b*) 2% The doctor brought the passengers who had

* passed out from the fumes to, but many of

them suffered relapses at various times
during the night.

(3.45b') . ? He tries to put everyone who he doesn't like

on, by pretending to be deaf,

These sentences show that it will be very hard to state .

in formal terms just what "near the end of an S" means, for it secas
that the acceptability of sentences like the b~sentences and sentence
(3.45) must be assigned by a quasi-continuous function of the length
and complexity of the object NP and the length aui complexity of
what follows., And (3.41) is at best a. first approximation of such

a function.

3.1.1.3.3, One final important question which must be raised is
the following: what is the theoretical status of such output
conditions as (3.27) and (3.41)? 1Ia the case of the former, it
seems that although it has not yet been férmulated adequately, it
is not being overly optimistic to hope that a more adequate version

of (3.27) may turn out to be universal., But it is out of the

LR ac o g e taie s
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- question that the particular content of a condition such as (3.41)
r could be universal, for in (3.4l), the constituent types are

defined with reference to constituents like Particle. Reduced

Ef Directional Phrase, company in keep company, etc., all of which
are peculiar to Engl:i.s‘h° One might wish, therefore, to.make a

g theoretical distincfiaﬁ'bétween (3.27) and (3.41), referring to

universal conditiéns as “performance filters," and to all

’.; language-particular phenomena, such as those discussed in

connection with (3.41), as ordinary.rules_of particular grammars.

In ny opinion, it is correct to Jdraw such a distinction, but I

P
Py e w2

would like to emphasize that if (3.41) is to be added to the SR

grammar of English, it will be a rule of a type vhich is completely

.
A
G (.,‘c.iw,mL-.'—&./,h e

different from other transformational ..les, First of all, where

wily

*

other rules change one P-Marker to another, (3.41l) does not: it
merely chapges the acceptability index of P~Markers. Secondly,
"violations"” of (3.41) do not produce total unacceptability (except
in extreme cases), but rather a partial loss of acceptability, with
f the amount of loss a function of the input tree and the structure
of the rule, It is eaéy to see that other rules are entirely
different in this respect: if an ordinary rule applies to a tree
it should not have applied to, or does not apply when it should

%} have, it is . .cher the case that an unintelligible string is

produced (* 10 dollars was cost by the ‘parking ticket), ox if

N intelligible (though ungrammatical), the etrings produced do not

QO T TR N RO PP W T T ” = —" S i — -7 el P




i1

vary in amount ‘of deviance according to the input structure {that

is, they forced me for me to wash myself is as deviant as I forced

vou for vou to wash the vegetables.)

These considerations suggest that if (3.41) is to be
put into the grammar‘of English, it should be segregated from the
normal typé of transformational rules, to whose output it applies,
and placed in a component by itself, a compbnent which I tentatively .-‘“

propose to call the stylistic component. Of course, (3.41) will

not be the only rule in this component, but at my present state of:
knowledge, I can only suggest two other rules that seem to be likely

candidates for inclusion in it. The first is the Scrambling Rule .

in Latin and other "free word order" languages, which will be
discussed separately in § 3.1l.2 below, and the second is the
condition which must be imposed on prenominal adjectives with
respect to their closeﬁess to the noun they modify. In the case ff:%
of the latter problem, if adjective sequences were to be constrained
in deep structure, an entirely new system of selectional restrictions
would have to be created, and this system would only be used to 523
generate the permissible sequences of adjectives, as far as I know.
In other words, to attempt to account for order-of-adjectives -
phenomena in deep structure would require settiﬁg up an elaborate and
totally ad hoc mechanism, which would greatly increase the class

of languages characterized by the theory of generative grammar, but ﬁ;ﬂ{

unnecessarily, for the extra descriptive power would be used to on
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solve only one problem. On the other hand, if another output
condition, highly similar to (3.41), were to be added to the
stylistic component, which the discussion above has demonstrated
is likely to be necessary in any event, then the theory would not
be weakened at all. 'Furthermore, it seems.to me that the *ype
of phenomena which the ﬁwo.conditions would account for are
phenomena of thé same type, That is, in both cases, we have to

do with constituents which occur in a p@ﬂferred order, It is
S~ =k

not that let out John! and a spotted young dog are to be

categorically ruled out, but rather that let John out! .and a
14

young spotted dog are more natural. So it seems to me that it

would be wise to separate into disjoint parts of the grammar rules
which must produce constituents in an order from which any deviations
produce ungrammaticality,ls from rules which produce constituents in
an order which, within limits, is variable., The only possible reason
that I know of to questicn the decision to relegate constraints on the
order of adjectives to the stylistic component is the possibility that
NP with different oxders of adjectives may not be synonymous, in which
case, of course, order constraints would have to be stated in the

base. It has been suggested by Quine (cf. Quine (1960) p. 138) that

the NP a big European butterfly designates a butterfly that is

/

V\YZEJ£<\bOth European and big, while the NP ' a European big butterfly may

designate a butterfly thich is in fact small, but is big for

L ]

European standards. I am not sure of the validity of this example,
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and I have not studied the problem closely enough to be zble to

say whether such examples are sufficient to refute my proposal to

stylistic component. or
not, I mention the problem here only to call it to the attention

of the reader.,

3.1.1.4. To summariie briefly what I have touched on in this

digression, I have suggested that to put two conditions on the

previously proposed Particle Movement Rule , (3.9), was to miss

the generalization that both conditions were merely extreme cases
of a rule relating the length and'complexity of constituents of .
verb phrases to their ordering after the verb. To capture this

generalization, I have proposed adding a stylistic component

to the set of components of a generative grammar, and stating in
it language-particular output conditions, such as (3.41), which

capture the notion of preferred order, and reduce the acceptability

@

of sentences whose constituents are in an order other than the
specified by the stylistic rules., It was in.the ordering given
in (3.41) that the notion of node deletion, the main topic of § 3,
played a role, for the constituent types 9 and 10 were shown to
function differently with respect to the other constituent types
of (3.41), and these two types can be conveniently distinguished

in constituent structure terms if the principle of S=pruning

h ]

wnich was stated in (3.6) is r ‘e use of,.
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3.1.2. The second case which seems to require some notion of -
node deletion has to do with Latin word order., In Latin, as in l ,
languages like Russian, Czech, ete. the order of major elements ' : [

within a clauée is free, within certain limits. Thus the subject
NP may precede or follow the VP, the object NP may precede or
follow the V, etc, Iﬂ Latin poetry, it was even possible for
adjectives to be'separated from the nouns they modified. Robin
Lakoff has kindly provided me with the following ex;mple from

Horace (Carmina (Odes I), 5)

3.47)  Quis multa grécilis te puér in rosa

What maay a slendexr you boy on rose

| |

perfusus liquidis wvrget odoiibus

drenched 1liquid makes love to (with) scents Lo
——5 A

grato, Pyrrha, sub antro? .- S

delightful Pyrrha in a cave

'What slender boy, drenched with perfumes

Is making love to you, Pyrrha,

On a heap of roses, in a delightful cave?'
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Words in (3.47) joined by lines are discontinuous
constituents which have been derived from contiguous constituents .
in a slightly deeper structure by a rule of roughly the foliowing =
form:
(3.48) ~ ‘Scrambling
" - 9 g )
NP NP
VP & VP
X - K - (N [ =Y
\ : A4 .
Adj Adj3
{ Adv ) (AdV | Lo
OPQ\ .~
1 2 3 4 > %j
1 3 2 4 ‘

Condition:16 Si dominates 2 if and only if

Si doninates 3.

Rule (3.48) scrambles major comstituents, subiject to

the restriction that they be in the same clause. For instance, {3.48)

will convert (3.49a) into (3.49b),

(3.49) a. Homo bonus amat feéminam pulchram.
b. Pulchram homo amat feminam bonus.

"The good man loves the beautiful woman,®

because for the purposes of Scrambling, adnominal adjectives behave

as if they were in the same clause as the nouns they modify. But
note that this fact entails that node deletion has occurred, for in ,;..

the underlying structure, adnominal modifiers are not in the same
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clause as the noun they modify. The deep structure for (3.49) is
that shown in (3.50). The latter is converted into the former by :
a rule of Relative Clause Reduction cognate with the one proposed ,
in Smith (1961).
(3.50)17 . g
h\\\\ VP
® '
/\ l ~ N
homo NP VP ‘amat N//, (:)
' qui ' Adj feminam FP VP ’
N ) ' {4,
'‘est  bonus ' 'quae  V %dj ' ‘.

. l . .. .
" est pulchra : i

The Relative Clause Reduction Rule will delete qui ‘est

and quae est from the embedded relative clauses in (3.50). If the
S-pruning principle of (3.6) were not in the theory of grammar, the

circled S-nodes in (3.50) would not be deleted, and Scrambling

would not be able to apply to the adjectives bonus and pulchram to | : =
permute them with the elements of the main clause of (3.50), for
the adjectives would be in clauses of their own., But the fact that

(3.49b) 1s grammatical indicates that Scrambling must affect them,

and thus this fact constitutes further evidence for the correctness

of principle (3.6).‘




o TR A A T T TS

r
ot i

LS
T N A

=y om

FTor my present purposes, I am noi ¢viziy concerned tha.
(3.48) is too skrong, for the problems invoived in specifying exactly
4 the correct subset of the strings which will be generated by (3.48)
are far too complicated for me to even mention them here, let alomne

come to grips with theme. In § 3.1.1.3 above, I suggested that rules

L

like (3.48) be placed in the stylistic component, because they are
formally so unlike other transformational rules. In the first place,
since (3.48) can apply an indefinite number of times to its own
output, every sentence willi nave an infinite number of derivationms,
It seems wrong to use normal rules of derived constituent structure
to assign trees to the output of this rule, for the number of trees

3 that will be assigned to any sentence, although it will be bounded,

will be very large, and there will be no correlation between the

. .
TPV TG

number of derived trees and perceived ambiguities, as there is in

happier circumstances. In short, it is clear that rules like (3.48)

3 SRR Lt

are so different from other syntactic rules that have been studied
Y in generative grammar that any attempt to make them superficially
resemble other transformations is misguided and misleading. They

are fo...ally so different from previously encountered rules that

the theory of language must be changed somehow so that Scrambling

can be placed in a different component from other syntactic rules,
thereby formally reflecting the differences I have been discussing.

It is possible that Scrambling should be effected im

the stylistic component, as I suggested in § 3.l.1.,3.3, but it
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should be emphasized that there are as many formal differences between

Scrambling and output conditions like (3,41), which I also suggested

should be stylistic rules, as there are between Scrambling and trans«

formational rules like Extraposition from NP, But it does seem, in

some ill-defined sense, that Scrambling and output conditions like

(3.41) both have to do with such low-level matters as taste or

idiolect, which have often been grouped under the heading of stylistics;
so that it may yet be appropriate to assert that they both belong in
the same component of a grammar. But at present, our knowledge of

constraints on Scrambling, or on conditions like (3.41), or in fact

on any stylistic problems whatsoever, is so limited that nothing

but speculation is appropriate,
One final point should be made with reference to

Scrambling, It may be possible to formulate this rule in a partially

universal way, so that it is only necessary to specify in a particular'
grammar whether it applies or not. This. suggestion must be modified
somewhat, for it appears that languages with “free word order" may
differ among themselves as to the contents of the second and thixd

terms of the Scrambling Rule, Thus although it appears that in Latin,

adjectives can be permuted away from the noun they modify, this
possibility either does not exist at all in Russian or is severely

limited there., This suggests that the theory of language must be

LY

constructed in such a way, that universal skeleton rules can be stated.
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The skeleton for the universal scrambling rule would state that the
subject NP can precede or follow the VR, that the. VP can have
its constituents arranged in any order, and ﬁossibly a few other
universal conditions. In the grammar of any "free word order"
language, it would then only be necessary to state that the
scrambling skeleton ruie could be applied, and to list any language-
particular addiiions to the skeleton., For example, in both Latin
and Russian, it would be neceséary te néte that scrambling could
apply, and in Latin, it would be necessa.y to specify in addition
that adjeetives can be scrambled,

1 should point out that such importaant traditional

concepts as “free word-order language" can only be reconstructed

by introducing some such notion as that of skeletoﬁ ruie into .
linguistic theory, for, as I pointed out, the grammars of languages
which exhibit “free" word-order do not all éontain the same rule =
the rules in each which effect the scrambling are slightly differeat,
Therefore, it is necessary to factor out that part of the various
scrambling rules which is language-independent and to state this
skeleton once in linguistic theory. Then the notion "free word-order
language” can be equated with the notion "language having a grammar

making use of the Scrambling skeleton.”

All the points discussed in this section are highly

conjectural, but they do not materially affect the point at hand,

o A e e e v s L
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. i{s that in order to state the version of the Scrambling Rule,

no matter in what component it appears, nor how much of it can.be

nAardAn
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factored out and put iuto a unl
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of tree-pruning must be in the theory.

3.1.3. A closely related phenomenon provides an additional
plece of evidence for (3.6): the phenomenon of case-marking. In
Latin,. as in many other languages, noun phrases ﬁust.be marked for
case in various contexts. The exact number of cases which are
distinguished in any particular language 1s not my concern heres the
important thing is that when an NP is marked with some case, say .
accusative, then all markable elemeats of that NP must have the
feature [+ Accusative] added to them. In Latin, determiners,
adjectives, possessive udjectives, participles, some numerals, and
the head noun of the-—NP are markable, and nothing eise is. Im
particular, elements of clauses contained in an NP are not

markable, Thus if the Relative Clause Reduction Rule does not

apply to the rightmost circled S of (3.30) above, the adjective
pulchra cannot be marked [+ Accusative]: sentence (3.51), which
would be the result of such a marking, is ungrammatical.

(3.51) * homo qui est bonus amat féminam quae est ..chram.

However, as sentence (3.49a) shows, once the Rels ive Clause

Reduction Rule has applied, pulchra becomes markable, and the

accusative foxm pulchram is produced. Once agaim, these facts can be

AL ek dadac il cead) o >y g y —— Y v Ty
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accounted for simply if some principle of node deletion is invoked.
The case-marking rule, which distributes t@e case feature with which
the whole NP is marked onto all markable.elements dominated by

it, must be constrained so that no elements are marked which are
dominated by an § which is in turn dominated by the NP in
question, as the ungrammaticality of (3.51) clearly shows. Therefore,
in order for pulchra to become markable, after the guae est of the
rightmost relative clause in (3.50) has been deleted, and the
circled node S no longer branches, some S—pruning principle

must delete it. Facts corresponding to these can also be found

in Germanic, Slavic, and Balto-Finnic, so it is 1ikely that the
solution to the Latin case-marking problem is at least partially
universal. .

I might remark in passing, however, that there are
many unsolved problems which have to do with the case=-marking rule.
Consider, for example, sentence (3,52) ané its approximate labeled
bracketing, (3.53): ‘

(3.52) Puer amat puellam quae est simiiis deac.

'The boy loves a girl who is similar to a

goddess.'

AR o ” i hasin i at oy Ty —r Ty WPrperyR N - e T e
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‘ (3.53) . S
, e
T

®

] l T
0] ‘ " . puellam NP VP
“' : ‘est si;milis N

If the Relative Clause Reduction Rule applies to (3.53)

to delete the guae est of the relative clause, principle (3.6) will
delete the circled node S, as was the case with the P-marker (3.50),
and the adjecti\{e similis, no longer contained in a clause dominated
by the object NP of ((3.53), will become similem, as in (3.54).
(3.54) Puer amat puellam similem deae,
R The problem is to specify how the case marking rule is
to be constrained so that ‘deae 'goddess' (dative singular) will not
_become deam 'goddess' (accusative sinmgular), for if this occurs, the
sentence will no longer be grammatical (cf. (3.54')).
(3.54') * Puer amat puellam similem deam.,
It might be proposed that the case-marking rule should
not only be restricted from marking elements in clauses which are
dominated by the NP \being marked, but also from marking elements

in NP which are dominated by the NP being marked. This, then,

WPy T W . ad
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would be a kind of A-over-A restriction which only applies to the

case-marking rule. It can easily be seen how this condition will

even if Relative Clause Reduction applies, and it can also be

used to prevent (3.55a) from being converted into (3.55b)
(3.55) a. - puelia amat amicI fratrem.
. "The girl loves a friend's brother.’ t

. b. * puella amat amicum fratrenm.

because at the time the case-marking rule would apply, the sentence e
24 PP<Y»

(3.55a) would have approximately the structure shown in (3.56), -F;

(3.56) S

2
o
H“
=
0
0
=
s3]
(23
o

et N - . R

i | -

fn’ ‘frater : . . " -
© amici

and since amici 'a friend (gen.)' is an NP dominated by an NP, the
A-over-A restriction. on the case-marking rule would prevent it from
being changed to amicum. Once again, the same facts obtain in

Germanic, Slavic, and Balto-Fimnic, : _ | ;
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However, it seems that this limited A~over-A
restriction is both too strong and too weak. It is too.strong in
that it would exclude (3.57) below

(3.57) - puella amat meum fratrem, -

'The girl loves my brother.'
unless meum ‘my* had someh.ow ceased to be dominated by NP, for
otherwise the structure of (3.57) at the time case-marking applies
would ‘be exactly that shown in (3.56), except that ‘meus would
appear in the place of 'glni_c_:i. In traditional grammar, words like
meus are called "possessive adjectives," a term which aptly
characterizes their ‘behavior under case-marking rules, but which
provides no explanation as to how they have come to behave differently
from NP in the genitive case, like .._a_r_ns__'g_i. I have no explanation
for the facts at present, but Postal has suggested a promising new
analysis of pronouns which may provide a key to the answer (Postal
(1966)). Postal argues convincingly that personal pronouns such
as I, you, he, etc., should be treated as underlying articles

(actually, in the deepest structure, these articles, as well as

words like the, a, some, 2tc., which have been traditionally
categorized as articles, would all be represented as features on

the noun they modify) which medify the pronoun one, and that they
acquire their derived status as nouns because of a rule which deletes

one and leaves its article (i.e., he, she, we, etc.) as the only
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node still dominated by the node N which dominated one in the
deep structure. I will not recapitulate here the various arguments
Postal advances in support of this analysis: for my purpos:s, it
is sufficient to assume their correctness. For if Posta’‘s analysis
is correct, and pronouns are articles at some stage i» their
derivational history, it ﬁay be.possible to save the A-over-A
condition on case-marking from being too strong. Ja § 3.2 below
I will discuss briefly the possibility of there be:ng a principle .
similar to (3.6) which would delete the node NP under certain
conditions. At present there is only weak evidence for NP
deletion, and I do not know how the principle effecting it should
be formulated, if indeed such a principle should be added to the
theory of grammar at ali. But it seems to me that it may be
possible to formulate it in such a way that if the structure
underlying a pronoun is assigned the case feature [+ Gemitivel],
somehow this structure is changed to meet the conditions for NP
pruning, and the NP dominating it is deleted. The A-over-A

.

restriction on the rcase-marking rule ¢ould then be kept. Thus, if

the NP amici frater '‘a friend's brother® were marked [+ Accusative],

friter would change to fratim, but amici would not change to amicum,

for amici would be dominated by NP, and the A-over-A condition

on case-marking would be in effect. On the other hand, if meus frater

'my brother' is marked [+ Accusative], the rule distributing cae case

which is assigned to the whole NP ¢to the markable elements dominated

* .
v LoD s,
T .
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by the NP will affect both meus and frater, for neither is a

NP, and the correct form, meum fritrem will result. This proposal

is highly programmatic at present, for it depends crucially on an
exact formulation of the NP pruaning principle, and sﬁch a
formulation is not at present available,l8
Although it does not seem possible at present to
formulate a case-marking rule which is generally adequate, it seems
to be true that in all languages which mark for case, elements in
clauses dominated by the noun phrases being marked afe not markable.
I do not know whether in all case laaguages with a rule for reducing
relative clauses, the unmarkable elements of the full clauses become
markable after the clauses have been reduced, as is the case in

Latin, Slavic, Germanic, and Balto-Fimnic, but I suspect this to

be true too.

Notice that if the former hypothesis is correct, another
rule whose statement would requiie quantifiers (cf. fn. 7 abcve) can
be relegated to linguistic theory. For if the hypothesis does not
hold universally, then the case-mark-ag rules for languages where it

does hold would look roughly iike this:
(3.58) [m,'x -Y - 2 -[+casej]]m,
i : : i
1 2 3 4

1 2 713 b
+casajj '

Condition: It is not the case that NPi > Sk and S

OBLIG

x> %
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Here I have assumed that an earlier rule, which assigns a case to
a whole NP on the basis of its syntacticffunction, has adjoined
the node [+casej] (this is a variable ranging over [+ Accusative],
[+ Dative], etc.) to the entire NP, but mothing depends on this
assumption. The important fact to notice is that subscripts, which
are logically equivalent éo quantifiers, must be used to state the
condition. This is not -te say that it is necessarily true that
rules iike (3.58) are not language-specific, but rather that if
my hypothesis that elements of clausesvgizzﬁgt markable proves to
be wrong, it will be necessary to zbandon at least in part the
restriction that transf;rmations must be stated without making
use of quantifiers over P-markers( 4 §6.4,2.1 lfz‘:ffw),

In summary, whether or not it turns out to be true

that in all case=marking languages, full and reduced relative

clauses behave differentially with respect to the case-marking

"tranéfc*nanion” the fact that it is true of Latin, Slavic, Germanic

and Balto-Finnic supports the hypothesis that a principle for
S-pruning must be in the theory of grammar, for the case-marking
facts in these languages can be most econonmically explained on the

basis of the differences in comstituent structure which such a

principle would produce.
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3.1.4. The fourth example in sinich node deletion plays a

role, which has fi6 do.with the placement of -clitics in Serbo-Croatian,

3

3

»

3

I

b ¢ REARRN v DD
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was discovered by Wayles Browne (cfe Browne (1366)). As Browne f
points out, there exis:ts a rule in Serbo~Croatian which moves to the fi
.second position in their sentence all of.the clitics (these are a %
number of short words like pronouns, the copula, a morpheme indicating é :
the conditional, etc. == an exhaustive listing of these words is not %
necessary here.) The clitics occur in a certain order there, but »'f&
what this order is is not relevant here. For example, since the A
words je ‘'it' (acc.) and ‘mi 'I" (dat,) are clitics, if no prior *‘
rules were applied to sentence (3.59), which has approximately ' 2
the structure shown in (3.60), a rule of Clitic Placement would

convert {3.60) to the structure underlying (3.61).
(3.59) Ivan %eli da  Ivan ‘c’:i.ta ie mi,
Ivan wanted that Ivan xead it to me,

'Ivan wanted Ivan to read it to me.'

(3.60) - /S\
- I‘ITP VP
R V/\NP
] vi o )
Ivan zelt ,
| da Affll’ /VP\
Tvan E




e S, g ——— 3 !ai,I.A_w.a.a\-.w'_Mlx.‘_ i

89

i
5
a1l

%
b

(3.61) 1Ivan gali da mi je Ivan ‘éita.
*Ivan wanted Ivan to read it to me.'

However, when the subject NP of the embedded sentence
;- is identica119 to some NP of the matrix sentence (just which NP

is not relevant for this example), a rule which I will xefer to as

-3 'Equi NP Deletion optionally deletes the subject of the embedded

sentence, simulca;neously deleting the complementizer da 'that' and.
converting the main verb (‘_c{}_g_g_) into an iufinitive (fc;_::._t_:_g_j_c_y. But

if this occurs, as Browne points out, the clitics je and mi must be
moved to the position immediately preceding 1@ *wanted', for if

. Equi NP Deletion has applied, the sentence which must be produced .
is (3.62).

(3.62) Ivan mi je %eli Citati.

It will be observed that the position of the clitice

e
H

je and mi before the main verb of {3.62), Yzeli, provides compelling

motivation for S-pruning, for if the circled occurrence of the

% AR T

node S in (3.60) is not deleted by (3.6) after the operation of

Equi NP Deletion has caused it to cease to branch, Clitic Placement

PSSR S

" will apply vacuously to (3.60), for je and mi will already occupy

<

second pos :tion in the most deeply embedded S. Thus unless node
deletion applies, they will not move at a«iy and (3.62) will mot
be generated.

The clitics must be moved so that they become the

second element of the first sentence above them, (Actually, they
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are adjoined to the right side of the first element of this sentence,

and are phonologically in the same word as this element. Thus, in

(3.62) Ivan mi je is a phonological word.) It is of theoretical

interest that, given the presently available theoretical comventions,
it is only possible to specify formally that the ciitiés may not
be moved out of ghe first sentence above them by'using subscripts
on rule conditions (or, equivalently, quaﬁtifiers on P-markers), as
in (3.63) below, |
(3.63) " Clitic Placeﬁentzo
X -[Y - 2 « [+ Clitic] =~ ] - U
S | S5 .
C , OPT
1 2 3 4 5 6 =—>

. 1 244 3 0 5 &

Conditions: (1) 2 is a single node
(2) If Sj > 4, it is not the case

that Si > Sjo

It would of course be absurd to hope that such a rule
as (3.63) could be universal, so the question is, must the
restriction that conditioné on transformational rules be Boolean
candi:ic;s on analyzeability be given up? And if so, must all
possible combinations of subscripts in coanditions be countenanced;

I believe the correct answers to these questions to be a qualified

yes and a definite no, respectively., I will argue below, in
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discussing the notion of bouanding, that a new convention must be
5 introduced into the theory of grammar: it must be made possible
%é to refer to the right and left boundaries of the first sentence
up or of the first sentence down from any term of the structural
index of a transformation. If this convention is made‘available,
I think that the unlimitéd‘power of quantificational conditions
on rules need noé be countenanced, However, I cannot argue these
claims' at this point in the exposition. I will return to them
in § S,

It should be obvious, however, that whether or not

my proposed convention is or is not strong enough to obviate the

need for quantificational conditions, and whether the rule for

Clitic Placement should be stated as in (3.63), or in a new

formulaticn which makes use of my proposed conveanticon, the

,
2,
5
3
K
1
3
3
]

argument for S-pruning, which is my main concern here, remains

valid. Unless principle (3.6) applies to delete the circled §

- b e
ol S s 8

" in (3.60), after Equi NP Deletion has deleted.gg;and Ivan, it will
be necessary to add an ad hoc rulz to derive sentence (3.62). This
fact constitutes confirming evidence of the strongest kind that

B principle (3.6) must be in the theory of grammar,

3.1.5. The fifth example involving S-pruning has to do with

sentences containing ‘as or 'like,

(3.64)—a. - Tom drives as that man drives.

b. Tom drives 'as that man doese




Ce Tom drives like that man,

I wish to argue that (3,64b) is derived from (3.64a)

by the deletion under identity of the vexb in the as=clause, and

furthermore, that (3.64c) is derived from (3.64b) by the deletion

under identity of the auxiliary in the as~clause, If only an NP

follows as, it is obligatorily converted to like, There are, of

course, dialects in which (3.64a) and (3.64b) are impossible unless

like has been substituted for as there too. For me, in casual

speech, (3.64a) and (3.64b) are only possible with like, alchough

I believe the as-versions are the omes sanctioned for more formal

purposes.

Note there is; a difference in relativizability between

That is, relative clauses

the first two sentences and the last one.

on the noun man cannot be formed from (3.64a) or (3.64b), although

thies is nossible in_the case of (3.64c).

(3.65) a.. * I know 2 man who Tom drives as drives.,

b. * I know a man who Tom drives as does,

ce I know a man who Tom drives like.

M em ars memiee are o hasemr o

I think the ungrammaticality of the first two sentences

of (3.65) can be explained on very gemeral grounds if the structure

shown in (3.6%) is postulated to be the approximate underlying

structure for sentence (3.

other two sentences of (3.64) too).

i o R R e e s DS ]
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After the relative clause rule and a rule deleting the ' .

preposition in have applied to (3.66), sentence (3.67) results:

L
RN

A later rule will have to convert the way that to 'as

& W ==

pheA G | e

©
S
B SN

or like, depending on what follows, and if this rule can be ordexed

late, the fact that that man in (3.64a) and (3.64b) is not

relativizable can be reduced to the fact that that man is not

ot A e BT

i
Nyt

relativizable in (3.67). And this latter fact follows from a very
general condition, which was stated in approximate form in (2.26)

2.4,1, and vhich will be gone into in greater detail in 3 b.1,

P -4
or §

PN | SOOI

the Complex NP Constraint., It prevents the relativization of any

,
f‘?
!
2

N <
A

element contained in a relative clause., This condition is met even
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if the verb drive in the relative clause of (3.67) is deleted,'under

- 4 identity with the verb in the main clause, .yielding (3.68), a

»
T ]

structure which may later be converted into (3.64b).

T T s e P

(3.68) Toms drives the way that that man does.

L,

But if the deletion proceeds further, and even the

.

word does of (3.6° is eiased, then the circled node S in (3.66)

el Iy )
NS & THET et e

will cease to branch and will be deleted by principle (3.6). With
this deletion, the condition ceases to be met, and the NP that man

becomes relativizable. e e

Although the details of this explanation of the differences

é among the sentences of (3.65) will not become clear until the condition
:% I have made use of is given final formulacion in § 4.1, I think that
fé enough has been said here to prove the point at hand -— that the

'% explanation depends in a crucial way upon the notion of node deletion,
EE Assuming that I am correct in supposing all the sentences in (3.64)
should be derived from the same underlying structure, the fact that
(3.64c) benhaves differently than {3.842) and (3.64b) with respect

to the relative clause transformation suggests that the former

é sentence differs from ghe latter two in comstituent structure.

é Principle (3.6), if adopted, would provide such a difference, so

(3.6) 1is supported by the facts of (3.65).

3.1.6. The final three sets of facis which support {3.6) come

from areas of grammar which I understand so poorly that I will not
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even speculate as te what the full analyses in each case are, but
merely suggest that when full analyses are available, they will make

use of an Sepruning principle like (3.€).

The first of these sets of facts has to do with
comparatives, and bears a strong resemblance to the case discussed
immediately above, in é '3.1.5. Although boc‘h of the sentences
in (3.69) are gfammatical, as the sentences in (3.70) show, the

NP that man is only relativizable in (3.69b), which has been

derived from (3.69a) by deleting is.

(3.69) a. John is tailer than that man is,
b. S~hn is tailer than that man; \
" (3.70) a. * I know-a-man-who John is taller than is.
b 1 know a man who John is taller than.

Facts parallel to these in all respects can also be

~shown to hold for the comparisén of equality.

(3.71) a, John is as tall as that man is,
b. John is as tall as that man.

(3.72) a. * I know a man who John is as tall as is.
b. I know a man who John is as tall as.

Although more efforts have been expended on the comparative
than on any other construction, and although there exist a wide variety
of proposed analyses to choose from (cf., e.g. Smith (1961), Lees (1961),
Hale (1965), Hale (to appear), Lakoff (1965), Ross (1965) and

Qualls (to appear)), it seems to me that no satisfactory deep structure
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has been arrived at. although the range and complexity of examples
that have been taken into consideration is extremely wide. I cannot,
therefore, explain in detail why it is that (3.70a) and (3.72a)

are ungrammatical, while (3.70b) and (3.72b) are mot, but it doe's
seem likely that the ;aventual explanation of this fact will hinge

on the fact that the node 'S which dominates the phrase that man is

in (3.69a) and (3.712) will have been deleted by (3.6) when the
word is is deleted by the transformation which converts (3.69a) and

{3.71a) to (3.69b) and (3.71b) respectively.:

3.1.7. The second set of facts which seems to depend on
S-pruning also has to do with comparatives and with the way they
interact with the rule which permutes an adjective from a reduced
relative clause to prenominal position (this rule was discussed and
given a preliminary formulation in 5§ 2.3 above). Assuning that
the adjectives in (3.73) = (3.75) are all derived from the same
underiying structure, which is & moot point,
(3.73) a. Mary has never kissed a man who is
taller than John is.
b. Mary has mever kissed a man who is
taller than John.
(3,74) a. - Mary has never kissad a man tallex
t;i;an John is. ’
b, Mary has never kissed a man taller

than John.

(3.75) a. * Mary has never kissed a man taller than John is.
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b. Mary has never kissed a man taller than John.

the ungrammaticality of (3.75a) is presumably to be explained by

constraining the rule which accomplishes the shift of the adjective

this rule if the than-clause does not contain a sentence. Principle
(3.6) asserts that ghis is not fhe case for (3.74b), although it

is the case for (3.74a’, and thus provides a basis for explaining
the difference in grammaticality of (3.75a) and (3.75b). |

I believe the facts of the comparison of equality to
parallel these facts (;f. the sentences in (3.76)),

(3.76) a. ?* Mary has never kissed as tali a man

as John is. '
b. Mary has never kissed as tall a man
as John.
but for some obscure reason, (3.76a) does not seem to me to be as
clearly ungrammatical as (3.75a).

These constructions raise many interesting problems
which cannot be gone into here, and so little is known about them
that it may turn out that the explanatioq which I have proposed

for the differences between (3.753) and (3.75b) and between (3.762)
and (3.76b) is incorrect; but at the present state of knowledge,

these differences seem to be comnected with S—pruning in some way, and

thus to provide weak support for principle (3.6).
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3.1.8. The last case which seems to require S-pruning has to do
with contrastive stress in Hungarian. Kiefer has noted (cf£. Kiefer
(1966)) that there A;Z;t adverbs in Hungarian which cannot be
contrastively stressed. At present, this fact is totally isolated,
unexplained, and, as a matter of fact, not statable within the
present theory of grammaf.‘ Not efough~is now known about these
advarbs for it t& be possible to predict how the theory will have

to be changed to accommodate this fact, but thexe is one indication
that S-pruning will figure into.the so;ution.

Yonstasthy’
Kiefer notes that the adverb 4llandodn ff _cc.. 3 is

one of those which cannot bear contrastive stress in normal circumstances.

That is, in the Hungarian equivalent of a sentence such as 3.77),

Allandodn cculd not be contrastively stressed.

{(3.,77) Valoiki éllandoéﬁ érveket hozott fel,
Spmebody constantly arguments brought  upe.
'Somebody constantly brought up arguments.'

Gut it ie also a fact that if an NP in Hungarian is
contrastively stressed, the first lexical element of that NP dis tie
phonological carrier of the comtrastive stress for the sntire NP. And
if the structure underlying (3.77) is embedded as a relative clause
on the noun ervet 'argument', reduced, and shifted to prenominal
position, as in (3.78);'é;landoén can become the first lexical

element of an NP and, if that NP is contrastively stressed,

41landoin will bear that stress:

i s f i S iy
. ~ N i

e T
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(3.78) Az 4llandoan felhozott érvek rosszak voltak.
The constantly up brought arguments wxong were,
*The constantly brought i
It seems reasonable to me that whatever the precise
constituent structure recomstxuction of the phraée “in normal circumstances",
which T underlined abové,‘ymy turn out to be, it will depend to some
extent on whether the idverb to be stressed is immediately dominated
by the node § or not, or possibly.it will depend on the number
of nodes intervening between the adverb in question aud the "first
sentence up,” If either of these conjectures proves correct, then .

it will probably prove useful to invoke some principle of S=pruning

like (3.6), so that the reduced relative clause Zllandoin felhozott

*repeatedly brought up' will no longer be dominated by the node £ in
(3.78). But here again, as in the case ¢f the examples discussed
in §5 3.1.6. and 3.1.7, there are so many unsolved problems that

e e e er—— tv— e -

it is impossible to be certain that S-pruning is involved.

3.1.9. To summarize briefly, in 8§ 3.l.1l, - 3.1.8;, I have
discussed eight cases which all support,‘;;;e more strongly than
others, the hypothesis advanced in § 3.0 == éhat principle (3.6)
should be added to the theory of grammar, 'fhere is an additional
class of cases having to de with conjuncfionjwhich space limitations

forbid me to go into here, but which will be discussed at length

in Lakoff and Ross (in prepaxraztion b). The analysis of Conjunction
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Reduction22 which we propose there depends crucially on pruning
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rules, in particular on a rule for pruning non-branching §, which :

thus constitutes further evidence for (3.6). Therefore, I feel
that it is safe to conclude that pruning rules must appear in : _ -

the theory of grammar, at least for the node S. The fragmentary

P
-

evidence which suggests that rules which prune NP and VP may

be necessary is discussed immediately below in § 3.2,

v

3.2. At present I know of 1o reasons other than intuitive

ones for arguing that the node NP mnust be deleted; and the only

argument except for intuition for deleting VP which I.know of is

connected, in a minor way, with the analysis of the Conjunction

Reduction Rule which will be presented in Lakoff and Ross (op. cit.),

but which cannot be gone into here. Yuki Xuroda first suggested

the possibility that other comstituents than & might be deleted.23
His idea was that if the head of a phrase (the Lead of NP is N,
of VB, V) is deleted, the phrase should be deleted with it. This ;;-'
idea seems to be a promising approach to the problem of establishing
some constituent structure difference between mggg}and'ggigz_(cf. § 3.1.3 ..

above), so that the case of the first can be changed, but not that of

the second, but there are problems with it, aside from those mentioned

in fn. 18, Thus, presumably phrases iike the brave, the dead, the just Q*‘\-

keep their status as an NP, even though the underlying head noun,
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onés, has been deleted. I have no argumenx'for this other than
intuition, but it does seem strongly counter—imtuitive to claim,
as Kuroda's principle would seem to force us to, that the phrase
the brave in (3.79) is not dominated by NP.

(3.79) The brave are not afraid to die,

The intuition that the brave is a conmstituent of some kind in (3,79)

is strong, and if it is not an NP, what is it? In Tesearch on
conjunction conducted by Lakoff and me, it has seemed &S us that
a necessary, though not a sufficient, condition for ncde deletien
ig that the node not branch. So if Kuroda's principle is supplemented
by the general condition that only non~branching nodes delete, the | .
difficulty connected with (3.79) can be avoided.

But there still renain problems waich Kuroda's principle
is not strong enough to handle adequately., Thus, in footnote 2

above, it was pointed out that it may seem counter-intuitive to call

the word yellow in the NP his yeilow cat a VP, Eut if oy

proposed analysis of predicate adjectives is correct (cf. (3.25) above) ,
then yellow will be the head of a VP in the deep structure, -s4o by what
rule can this VP be pruned?

In short, while there is strong evidence that a principle
of S-pruning is needed in the theory of grammar, and even evidence
that supports the formulation of this primciple which was given in -
(3.6), the evidence that NP and VP must be deleted is weak, and

no adequate formulation has been found of principles by which their

deletion might be effected.
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Chapter 3

FOOTINOTES

I would like to acknowledge here my indebtedness te several
of my friends and colleagues, whose ideas and counter-
examples have grea;:ly influenceéd the formulation of the
principles lin_, this chapter. Paul Postal, in a lecture for
a course he conducted in the spring of 1965, £irst brought
to my attention the countér-intuiti,veness of much of the
derived constituent structure (d.c.s.) which was assigned
by the then current theory. This counter-intuitiveness,
which is discussed in § 3.0, provided the origimal impetus
for constructing a systematic theory of node deletion. To
might not be restricted to the node S, as I had origimally
proposed, but should rather be geuneralized to affect all
branching node;s. His proposal will be discussed briefly

in § 3.2 below, in connection with the problem of deletion

of the node NP, I have profited from my discussions with

'Susumu Kuno about the problems of case-marking, and especially

from many long ccaversations with George Lakoff about the
consequences for nciple; of node deletion of an analysis

of conjunction which will be presented in Lakoff and Ross

(in preparzation b).
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2. It may also seem counter~-intuitive to label the word yellow aii‘

a VP, although this intuition is not so clearcut, to me,
at least. g

!

3. TFor some discussion of this analysis of imperatives, cf, =

Katz and Postal (1964), An important critique of this

analysis, containing a large class of constructions that have ‘§5;

hitherto not been taken into account is given in (Bolinger in

~——er e

b, TFor a detailed discussion of many problems in verb-particle
cornstructions and references to earlier work on particles,
¢f. Fraser (1965). | . -

5. For some discussion of this rule, cf. Smith (1961).

6. Postal and Lakoff have pointed out that words which traditionally ii'{

categorized as verbs and adjectives are better considered to

be subcategories of the same lexical category, Predicate, which,

following Lakoff {(cf. Lakoff (1965)), I will designate with the

feature [+V]. What were traditicnally called adjectives are P
1
f

+V

designated with the feature bundle | ], and what were

+Adj Q;;
traditionaily called verbs are designated by [fxdj].




+V ]
~Adj 4L

in Condition 2 conceals a hornet's nest of problems. Ir the

7. It should be emphasized that the use of a subscript on [

first place, there is only one other rule which I know of

which can only be stated by using subscripts: the rule which

scrambles major comstituents in a clause in so-called “free
word-order.languages“ like Latin, Serbo~-Croation, Russian, etc.

This rule will be discussed in § 3.l.2. Secondly, it is

evident that the subscripts in the conditien om (3.26) are

used in a way which is logically equivalent to using quantifiers.

That is, Condition 2 has the following logical structure:

+V +V . ‘
(for all [Tpq51y) [C(¥ =X + [-Adj]i + X,) if and only if
(there is an NPj) NPj dominates [fde]i]]

Aside from these two rules, it has previcusly been thought possible

to restrict couditions on transformational rules to Boolean

conditions on analyzability cf,;Chomsky (1965), p. 144).

George Lakoff and I will argue in our forthcoming monograph

(Lakoff and Ross (op. cit,), that it amust also be possible to

state conditions in terms of jmmediate domination, a notion

which can only be defined logicaily with quantifiers, if the

only primitive notion in the theory is domination (cf. § 2, fn. 6

above). That is, to say that A immediately dominates B 1is

to say that there exists no node Z such that A dominates 2

and Z dominates B. However, I would be opposed to the

8
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suggestion that the restriction to Boolean conditions on

snalyzability be dropped entirely, for te drop it would be
to greatly increasz the set of possible rules and thereby
té weaken the theory. It may be possible to restrict j j'ﬁ
quantifiers to conditions on very late transformational H
; rules, which is much :6 be preferred to alliswing such

- restrictions on any rule whatsoever. . It seems likely that

both (3.26) and the Scrambling Rule can come very late in the éf

-8 ordering, but too little is knowm about this at present.

8e I here make use of the distinction betweaen grammaticality

P oAby

and acceptability discussed by Chomsky (1985), § L.2. By

e Wb F S Ay L A

"fnternal”, I mean "embedded", in the technical sense defined

(radg s
AT LGNS

s,

in Chomsky (1961) == that is, an NP is internal to a sentence

[T

Rtia o

if it.is both preceded and followed by non-null parts of that
sentence., I have used the word "internal" here because it

g seems to me that in recent work, the word "embedded" hus
been used in a sense different from Chomsky's original one =-
> a sense which must be excluded for the purposés of (3.27). |

For example, it is often said that t™e sentence Bill was sick

(SRR S &

is 'tmbedded” in the sentence Everyone thought that Bill was

sick, even though it is not internal to it {in my semse),
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Sentences like the following, which (3.27) would prediét to
be unaccept;able,'bu‘t: which are in fact far more acceptable
than (3.28a) - (3.331),

Bill said (that) for her to enlist would ue impossible,

Jack thinks (that) what he’s eating is scrambled eggs.
constitute countefevidence to (3.27). At rresent, I do not
see how tc; modify it so that these sen;:ence's will not be
produced with ae low an acceptability index as is assigned
to (3.28a) - (3.33a).

The Dative Rule relates sentences like I gave Mary a 'book

and I gave a boo‘k to Mary. It igs thorcughly discussed in

b
Fillmore (1965).

5
Emmon Bach has recently pointed out (cf. his note "Preblom=
inalization" University of Texas mimeograph, 1967) that lertain

facts about the Dative Rule and Proneminalization in German

iead to an ordering paradox. The same holds true of English,

which I will discuss herce,

It has been usual to make the Dative Rule obligatory if the

direct object is a pronoun, thus excluding (3.37d) and (3.39a).

(Here I have assumed that sentences like’ I gave Mary a book

are basic and that sentences with' 59, are dexived from them, but

notuing depends on this assumpticn.) This presupposes the

ordering below:
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‘Pronominalization

But there are sentenzes which suggest that the reverse

ordering is necessary:

" Dative . : "N

! : .
I gavz Miollyi heri book, !3.
% . M ' -
I gfve her; Molly Sy book, {
1 gave Molly'si book to herx,. -
) * I gave heri book to Molly. . . ' &;A
1 - L.
It will be seen that the pronoun always follows the noun it _ .

refere to in these sentences. This means that the ordering
or the rules must be,
"'Dative

Pronominalization

for if the reverse order obtained, the first of the four
sentences could be converted into the fourth, But if Qégggé
is optional and precedes ?ronominélization, how can the
following derivation be prevented?

BASE: I gave the girl who.wanted _the book; the booki

.. .’|Dative optionally ..

\does not apply

Pronominalization

? applies \/

} * I gave the girl who wanted the booki.iti.
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The only solution I can find within the curreat theory it.to
poétulate a second ‘Dative Rule which applies only when the
direct object has bzcome a pronoun. Cbvicusly, however the
current theory §s wrSng.énd must be modified. The modification

I propose is taken up immediately Lelow.

Fraser (op. cit.) made the interesting discovery that a
subclass of what had previously been thought to be verb~

particle combinations, verbs like let out, take in, load om,

‘‘elbow off, etc., should really not be treated as verb-particles

glbow Orl,
at all. Rather, verbs like these should be considered to be - °

derived from verb phrases 1ike.let " (it) out (of something),

- take (it) in (to something), load (it) on (to "something) ,

elbow (it) off (of something), etc., where the prepositional

phrase in parentheses is deleted by .the rule which converts

John smokes something to John smokes, and I anprove of

something to'I approve, a rule which seems to be reéuired in
> wide variety of cases, but which has never been studied
intensively, Fraser points out several facts about these
verbs which show cléarly their diffarencec from ordinary
verb-particle combinations:

1) The péepositions of these verbs will conjoin

‘(he took boxes in and out), particles will not

(¥L ‘showed her up and off)
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f Similarly, it seems counter~intuitive to claim, with L
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i the present theory, that the correct structure to assign to a NP 3
e .
. P
4 1ike his vellow cat is one roughly like the one shown in (3.5). t
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Once again, recent research in syntax has called into

o ¥

question many facets of the analysis implicit in (3.5) {cf. Postal

3 .
¢

; (1964a) and Lakoff and Ross (in preparation b)), but at present . 5&‘ﬂ
fé- I am only interested in the fact that it seems iucorrect to claim ?A
f% . that the words his and yellow are sentences.2 In the present ,;\ ,
'é theory, an NP like the one diagrammed in (3.5) would, correctly |

-§ I think, be derived from an underlying NP with two relative - :;;k
ﬁ% clauses: ‘the cat which I have which is yellow; The motivation | | 2
? for deriving possessives and prenominal adjectives from relative | X
é clauses is well-known enough not to need recapitulation hexe };\ :
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These verbs do occur in action nominalizationms,

while verb-particles do not (his bringing of

A

the trays id, bU:t M *hl.\f 8k2¢\j a‘{ & 6&)’{ e,Y!S{Enca 00_‘6).

O 2l eammte? cen el o lisamemm 12%a Qs -~
OVUIE UAITLLAVIIAL PHLADEDY 4L0T LULU L

‘out of the window, may always occur with these

verbs (he let her out into the garden, they were

‘loading them on from the warehouse, he elbowed

“it off into the well, they tcok it in up the

‘stairva ), but there are verb-particle constructions

which exclude them (*I burned it up from Boston)‘

*T showed her' up out of the window, *Shel’a

"'whiled the morning away into the well).

1f a verb stem occurs with one of these prepositions
from reduced‘directional phrases, it will occur
with many more. Thus,.since throw out is one of
these verbs, it is to be expected that other
directional prepositions will also occur with

‘throw (e.g., over, under, ‘down, ‘up, off, across,

"'on, in,away, around), The same is true of verbs

like brinp, take, send, shoot, hand, etc., but no

sucls prediction is possible with true verbd particles,

Thus, although figure out exists, there is no

" figure off, figure In, etc, .

o e g e B2
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After the unspecified NP and second prepozition nave been

deleted from a VP 1like let the cat out (of something), the

remaining preposition, out, is optionally moved to the left,

around the object NP, and adjoined to the verb.

Sentences like (3.42)5 (3.44), and (3.45) point up a very
incerestiné fact: there are well-formed deep structures which.
no sequence of rules can convert into fully acceptable surface
structures. Trivial examples of this kind have been known for
scme tim-= one such example is any well-formed deep structure
which would result im 2 surface structure so long that it

could not be scanned in one lifetime =- but to the best of my
knowledge, it has not been noted ﬁreviouély that short sentences
which have this property also exist, Such sentences provide
evidence of the stromgest-kind for_ output conditions like (3.41),
for without such conditions, & grammar would have to claim that
one of the versions of (3.42), (3.44) and (3.45) is fully

accentable, a claim vwhich is simply not true.

Sentence (3.43a) is acceptable, of course, if the main verd
see through is taken to mean (approximately) "not be fooled by",

but not if it means “"coatinue to support until scme specified

end point,"

Ry V1A
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= 14, The most detailed treatmen: of this problem which I know of ir
given :a a paper by Zeno Vendler, "The order of Adjectives,"

- Transformations aad Niscourse Analysis Project paper number 31,

University of Pehnsylvania mimeograph.
;‘5‘ Mark Liberman has recently pointed cut that the word one is

] ambiguous in the sentence James bought a wonderful old brick

‘‘house and I bought a wooden one. One can mean simply house,

4; but it can also mean wonderful old house, Since it is desirable
- e to restrict pronominalization to constituents, this suggests

that the input structure of.the abcve sentence, when one has the

13

S latter meaning, must be the ome underlying the unacceptable

string ‘*James bought a brick wonderful old house and I bought

. ; . a wooden wonderful old house. The zule which inserts the

MLi% pronoun one matches the double-underlined phrases and optionally

replaces the right-hand parase with one, If}ggg,is not inserted,

some rule which scrambles prenominal adjectives optionally

applies to the adjectives in both of the conjoined sentences,

t-‘ and some output condition will then evaluate the acceptability

of the output string, Liberman's observation secems to me to

provide extremely strong evidence for modifying the theory

s . of grammar so that it contains some kind of stylistic component, " Ef

for I can see no way of accounting for it within the preseat .

} theory.
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As a case in point, consider preverbal pronouns in Prench.

"Il 'y'en a des autres is granmatical, whereas *il en y'a

‘des_autres is totally ungrammaticﬁi:m“'

‘

On the theoretical implications of using subscripts in

conditions on xules, cf. fn. 7 above.

In diagram (3.50), I have, for expository purposes only,
not given what I helieve is the correct labeled bracketing.
In Latin,as in English,there is reason to think that the
underlying str#cture of sentences containing predicate

adjectives is roughly that shown in (3.25),

Unfortunately, there\are facts in Latin and Russian which will
remain unaccounted for, even if some principle for NP pruning
can be worked out. For in these two languages, third person
pronouns in the genitive case do not become “possessive
adjectives" (i.e., their case is not changed by the case-

marking rule). Thus, while meus frater 'my brother' becomes

meun fratrem in the accusative case, eius frater ‘his brother'

becomes eius fratrem, not the parallel *eum fratrem., But in

German, third person genitive pronouns do inflect like adjectives,
so it is clear that while many features of the case=marking rule
may be universal, these interact with language-particular features

in a way that is at present inexplicable,
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It has been realized for a fairly long time that the notiom

of identity which is required in the, theory of grammar must

include identity of reference (hints of this are present in

Chomsky (1962), p. 238, and a specific proposal for formally *Ef

’

indicating coréferentiality is made in Chomsky (1965) p. 145~

147). In additioﬁ,-as Lees-pointed-out (cf. Lees (1960),

p. 75), identity of strings of words is not sufficient; rather

the requisite notion must be defined as identity of comstituent

structure. The example Lees uses to. point out this interesting

fact is the following. Since both sentences 3 and b below occur,
a. Drowning cats are hard to rescue. '

b. Drowning cats is against the law.

if string identity were sufficient to correctly predict what {3

non-restrictive relative clauses can be formed, it should be

possible to embed sentence b into sentence a, for both share

g

the string drowning cats. But the ungrammaticality of ¢ shows

that the stronger type of identity which was proposed by Lees

must be adopted.

¢. *Drowning cats, which is against the law, are hard

to Trescue, .

~

In fact, there are examples which show that an even stronger

notion of identity is necessary: a constitueat which is to be

pronominalize. by virtue of its identity to some other constituent: -

-

T g | g
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must be identical in deep structure to that constituent. Examples
which illustrate this point involve syntactically ambiguous

se: tences which are derived from different deep structures but

have the same d.c.s. Several such sentences are given below.

‘
'

de I kﬂow a taller man than John.
e. VWhen di&‘BilI“promise~to-call ne?
£. .The shooting of the pvisoners shocked me.

In d, one rzading derives from a deep-structure cpntaining the

deep structure of John knows a tall man, the other from one

containing the deep structure of John is tall. 1In e, when can

modify promise or call, and in £, prisoners can have been

derived from an underlying subject (the prisoners shot something)

or from an underlying object (someone shot the prisorers). If

any of the sentences in d, e, or £ is pronominalized as in g, h,

or i,
g. He told Peter that I know a taller man than John, but
Peter didn't believe it.
h. I divuiged when Bill promised to call me, but I did
so reluctanily.
i, 1I'1l talk to John on Friday about the xeport that
the shooting of the prisoners shocked me, and to
.his wife on Saturday. |

it is clear that reference has.been made to the deep structures

of d, e, aﬁd £, for the sentences in g, h, and i axe only ambiguous
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in two ways, not four.
The problems that deep structure identity raise for linguistic

theory are extremely complex. They will be taken up in detail

in Lakoff and Ross (op. cit.). C@ al«, 55. 3,‘ 3.1 M‘N

At present, rule (3.63) is not stated correctly, for according
to the specification of elementaries given in the structural
change there, the clitics are adjoined to the first eleument of

the first sentence above-them-as. sisters. Thus they will not,

without some special provision for the imtroduction of woxrd

boundaries, be part of the first word of the sentence. What .

seems to be necessary is that the clitics be adjoined to the-
first element of the sentence by a new type of adjunction:
daughter adjunction. What must happen is that the leftmost
branch of (3.60), which I have reproduced here and labeled
a, must be converted into either gfor'g, depending on how the
word boundary rules are formulated.

a. S b. S c.

/.

NP NP

| oy
’f | ==
Ivan Ivan Ivég/lz\tﬁ;

z-—ﬁ%\\\

This rule is the only one I know of where daughter adjunction

is required, and 1 am reluctant to argue, on the basis of this

rule alore, for a change in the number of kinds of elementary
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operations which the theoxy of grammar provides. At présent 8
can see no other course to follow, but I will postpone proposing

such a radical change in the theory until more is kuown about

Clitic Placement cr until other rules are found whose statement

réquires daughter adjunction.

21, The reasons for arguing that manner adverbs are not constituents .
of VP, as was proposed in Chomsky (1965), but rather of S,

arehpresented in Lakoff and Ross (1966). k%

! . A

22, This is the rule which reduces such sentences as John knows

the answer and Bill knows the answer to John and Bill know the = | .

answer, and Otto sells Buicks and Otto sells Fords to Otto

selis Buicks and Fords, etc. (C{-.§§4-a"ﬁ1, 4.3.2.5% 6-19-3).

TT eemeee

<

23. In an unpublished, untitled paper written in the fall of 1965.

seres cemenen

37 . .
G ORI, DT AT AR R 1AMl i b8 1os st St i v et g T e i
T e Ay e & - o R
™ Eas] e, -

T T L 2 WU
" R RN 5 ERE et
DR S 5 PR A

A
S e © A




17 |

Chapter 4

CONSTRAINTS ON REQRDERING TRANSFORMATIONS

4.0, In this chapter and the next one, I will propose a set

of constraints, some universal, some language-pérticular, which I l
will show to have roughly the same effect as the A-over-A principle.
-%' That is, I will show that with these constraints, it is possible to

account for the six comstructions in § 2.2 which constitute evidence

for the principle, while aveiding the counter-examples of § 2.l.
] % The A-over-A principle was postulated io be a constraint on trans- | T
E formaticunal operations of all kinds, but I wili attempt to show, in ' 5
4 Chapter 6, that the constraints of Chapters 4 and 5 (and hence, the :
; prineiple as well) should only apply to transformations which exhibit ft-

. certain well-defined formal properxties. The constraints of Chapter 4 1

F only affect what I will refer to informally as reordering transformations == - .Lﬁ

iadR i LT PO

transforwations which have the effect of moving one oc more terms of the f
[ structural description around scme other terms of it. {The precise {

definition of this notion will not be given until Chapter 6.) Two E i

reniie -

examples of reoxdering transformations are the Question Rule and the

Relative Clause Formation Rule, which are stated very schematically

[y

in (4.1) and (4.2) below. S ' ,




(401). Question

Q - X - NP - Y.
OBLIG
N

1 2

Ly
&

\V

1 342 ) A

Condition: 3 dominates WH + somne

{(4.2)  Relative Clause Formation
| - w-[m,up-»[sx-m-x]s]w-'-z
3 1 2 3 4 5 6
1 2 43 0 5 6

Condition: 2 = 4

I will use ungrammatical questions and relative clauses
to illustrate the effects that the comstraints of this chapter have on
% all reordering transformations. In Chapter §)I will p}esent a list
of all the other reoxdering transformations I know of, and show that

; they obey the same constraints.

S s 2 et

/%% PO .The Complex NP Constraint

4.1.1. It is to Edward S. Klima that the essential insight

why e

underlying my formulation of this constraint is due., Noticing that

the NP that man could be questioned im (4.3b), but not in (4.3a)

(c£. (4.4)), Klima proposed the constraint stated in (4.5):

3 NP R . R T R P T e - 3

et g S Ve s TR X, sttt e et i oA Tk P
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(4.3) a. I read a statement which was about that man.
| b. I read a s-atement about that man.
(4.4) a. * The man who I read a statement which was
about is sick.
" b. The man who I read a statement about is
. sick.

(4.5) Elements dominated by a sentence which is
dominated by a noun phrase cannot be
questioned or relativized.

If Klima's constraint is used in conjuaction with the
principle for S-deletion stated in (3.6), it can explain the différenge
in grammaticality between (4.4a) and (4.4b), for it is omly in (4.3a)
vhat the NP that man is contained in a sentence which is itsel.

contained in an NP: when (4.32) is converted into (4.4b) by the

Relative Clause Reduction Rule, the node S which dominates the clause

which was about that man in (4.3a) is pruned by (3.6).

Although I do not believe it is possible to maintain

(4.5), for reasons I will present immediately below, it will be

seen that my final formulation of the Complex NP Comstraint makes .
crucial use of the central idea in Klima's formulation: the idea

that node deletion affects the potential of constituents to undergo
reordering transformations. This hypothesis may seem obvious, at the
present stage ‘of developmer.t of the theory of grammar, but when Klima

first suggested it, when the theoxry of tree-pruning was much less

— iy b men e YA e R g Y e




120

well-developed than it is at present, it was far from Being obvicus.,

In fact, this 1dea is really the cornerstone of my researcn on variables.

4.1.2, As 1 intimated above, however, I find that (4.5) must
be rejected, in its preseqt form. For consider the NP that man
in (4.6): as (4.7) shows, it is relativizable,

(4.'6) - I read [“ [Sthat the police were going to
P

interrogate that man] s] .
NP

(4.7) the man who I read that the police were goiag

to interrogate .

and yet the that-clause which contains it would seem to be a noun
phrase, as I have indicated in the bracketing of (4.6). Presumably,

°

_ the approximate deep structure of (4.6) is that shown in (4.8),

(4.8)

&
=

NP

/

]

f
L

\

the police were going to interrogate that man

and unless some way .ie found of pruning the circled node § or the
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boxed node NP in (4.8), condition (4.5) will prevent the relativization
of that man. There is abundant evidence that the first alternative
is not feasible:
(4.9) a. I read that Bill had seen me.
b.\* I read that Bill had seen myself.
(4.;0) a. . Evidence that he was drunk will be presented.
b. Evidence will be presented that he was drunk.
(4.11) a. That Billi was unpopular distressed himi.l

b, That he, was unpopular distressed Billi.

i

The Reflexivization Rule does not "go down into' sentences

(c£. ILees and Klima (1963), Postal (1966b)); thus the fact that (4.9a) ‘
is grammatical, while (4.9b) is not, is evic=nce.that that-clauses are
dominated by S at the time that reflexivization takes place.
Similarly, the fact that that-clauses may be extraposed, as is ?he case
in (4;i0b), indicates that they arxe dominated by the nodé S at the
time that this rule applies. Finally, the fact that backward
pronominal:i.zation2 into that-clauses is possible (cf. (4.1la)) also °
argues that they must be dominated by the node S. So it seems
implausible that the circled node S should be deleted by some principle
which supplements (3.6), and there is no independent support fox such
an additional pruning principle in any case. Therefore,'the only otherx
way to save (4.5) is to claim that the boxed node NP must be deleted
in the process of converting (4.8) into the surface structure which

underlies (4 . 6) .

’
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discussed briefly Kuroda's proposal to generalize the notion of tree-

, : 122
Can the node NP be deleted? In § 3.2 above, I |

‘; pruning in such a way that any non-branching node whose head had
been deleted wonld be pruned. .While it is possible to propose such

f»4; a generalized version of (3.6); there is as yet no s}ntactic evidence
which indicates that node deletion must prune out occurrégces of
NP or VP, Tﬁe complex problems involving case-marking with respect o :
. to _ag::;g_i_ and eius on the one hand and meus on thLe other, which I | - g
discussed in § 3.1.3 above, might bDe solvable if use were made of
some principle, of NP deletion, but this has yef to be worked out

in detail; and unless some other evidence can be found for NP ' -

B MDA i 2o b s

pruning, invoking it to delete the boxed NP in (4.8) is merely ad hoc. | =
For there are many pieces of evidence which show that that-clauses are |
dominated by NP at some point in their derivationm.
B " (4.12) a. That the defendant had been rude was stoutly ’//
denied by his lawyer. |
b What I said was that she was lying.
¢. Bill told me something awful: that ice won'é
:} sink.
d. Muriel said nothing else than that she had
been insulted.
That-clauses passivize (4.12a), they occur aftex the copula

in pseudo-cleft sentences (4.12b), after the colon in equative sentences

M

B

(4.12c), and after than in sentences like (4.12d): in all of these | 1




contexts, phrases can occur which are unquestionably noun phrases

(e.g., Little Willy, potatoes, flying planes, etc.), and Lakoff and

Cage S
I argue that the syntactic environments defined by (4.12) cam only “°'7°//

v‘
be filled with noun phrases (cf. Lakoff and Ross (in preparation a)).
if our arguments are correet, then that-clauses must be dominated

by NP at some stage of their derivation. But it might be claimed

that the late rule of It Deletion3, which deletes the abstract proncun
it when it immediately precades a sentence, could change phrase-
markers in such a way that the NP node which dominated it S would

undergo pruning before Question and Relative Clause Formation had

applied. Not enough is known about rule ordering at present for this
possibility to be excluded, but it should be noted that even if it

should prove to be possible to order It Deleticn before all reordering

transformations, thereby accounting for the grammaticality of (4.7)
by providi:ng for the deletion of the boxed NP of (4.8), it would
still be necessary to explain whx there is no difference in grammaticality
between (4.13a) and (4.13b),
Jud = e {4.13) a. This is a hat which I'm going to see to it
M%W : that my wife buys.
b. This is a hat which I'm going to see that
my wife buys.
After the verb see (to), the deletion of it is opticnal

(in my dialect), and therefore, by the previous argument, while the
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that-clause in (4.13b) might not be dominated by NP, the that-clause
o in (4.13a) still would be. So unless some'a§ditional convention for
NP pruniné could be devised for this case too, (4.5) would not allow
the generation of (4.13a). Again, I must reiterate that there is no
known evidence for pruﬁing NP under any other circumstances, so the
ad hoc character of the explanation which is mecessitated if (4.5)
is adopted is readily appareat.

But there is an even more compelling reason to reject
; (4.5) than the ones above: as I pointed out in § 2.4.1 above, it
'fv is in general the case that elements of reduced relative clauses

and e¢lements of full relative clauses behave exactly the same with :
s respect to reordering tramsformations. This can be seen from the
following examples: NP which are in the same position as Maxime
in the sentences of (4.14) cannot be questioned (cf. the
‘ungrammaticality of (4.15)),

(4.14) a., Phineas knows a girl who is jealous of

Maxime.
b. Phineas knows a girl who is behind Maixime.
¢. Phineas knows a giri who is working with
Maxime,

U;’ {4.15) a. * Who doces Phineas know a girl who is jealous of?
‘ b. * Who does Phineas know a girl who is behind?
c. * Who does Phineas k-ow a girl who is working

j t with? "

-
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nor can they be questioned,even after the relative clauses of (4.14)

have been reduced (this is evidenced by the ungrammaticality of ' ' %
(4.16)).

(4.16) a. * Who does Phineas know a girl jealous of?

S; * Who does Phineas know a girl behind? 8

c. * Who does Phineas know a girl working with? .

It was facts like these which motivated the condition 3

stated in (2.26) above, which I repeat for convenience here.

(2.26) No element of a constituent of an NP which mecdifies

the head noun may be questioned or relativized. .

In the light of the facts of (4.15), and (4.16), it &

; would appear that it is the grammaticality of (4.4b) which is ég_
| problematic, not the ungrammaticality of the sentences in (4.16). o ég}
And there are parallel facts which have to do with Reflexivization, | ?gfi
which I will present in § 4.1.6 below, which also support this %ig
interpretation. So condition (4.5), which takes the differences § E
between the sentences in (4.4) to be typical, would seem to @ be a %
projection to an incorrect general conclusion from a case where é;g
g "

special circumstances obtain. In the next section, I will give some

evidence which allows the formulation of a broader-based generalization.

At Al il it Bebd L b A ATCRTYY ” T v LanE e 4 ol i b o o b C il lald Adheate o x¥




4.1.3, The sentences of (4.17), which only differ in that the |

NP object of believe has a lexical head noun ih the first, but not
in zhe second, differ as to relativizability, as the corresponding
sentences of (4.18) show.
(4.17) a. I beliéved the claim that Otto was wearing
;his hat.,
b. I believed that Otto was wearing this hat.
(4.18) a. * The hat which I believed the claim that
-——— - Otto was wearing is refl.

b. The hat which I believed that Otlo was

wearing is red.

If the analysis proposed by Lakoff and me (op. cit.) is

Cmm e vEte o rem b e et .

correct, the d.c.s. of (4.17a) will be roughly that shown in (4.19):

(4.19) , S B

I v NP
. , ‘/\
believed NP : S
tﬁé//\zzaim théf’f/’l;\--\‘\VP

Otto

was wearing this hat
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Whether or not we can show it to be correct that abstract

nouns followed by sentential clauses in apposition to them have
exactly the same -{NP-S5],, structure that we argue relative clauses

\

":g Condition (4.20), the Complex NP Constraint, is formulated in an effort

have, it is clear that these constrxuctions are highly similar.

o] to exploit this similarity to explain the ungrammaticality of sentences

f;§ like (4.18a) and (4.15) on the same basis.

» (4.20) The Complex NP Constraint

T}E, No element contained in a sentence dominated by

a noun phrase with gllexicai head noun may be
moved out of that noun phrase by a transformation:'
:f To put it diagrammatically, (4.20) prevents any constituent

A from being reordered out of the § in constituents like the NP

e shown in (4.21},

; (4.21) ' NP

| ey ke
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as the X's on the two arrows pointing left or right from A designate.

(Note that (4.20) does not prohibit elements from reordering within

[
1
l\

and in fact  there are many rules which effect
such reorderings. Some will be discussed in § 5.1 below.)

I have assumed the existence of a feature, [+ Lex], to
distinguish between lexical items like claim in (4.17a) or girl im
(4.14) on the one hand, ané the abstract pronoun it of (4.13a) on the
other. Since it is possible to move elements out of sentences in
construction with the third of these, as (4.13a) attests, but not
out of sentences in construction with the first two ((A.lSa) and (4.15)
cre ungrammatical), it will be necessary for the theory of grammar ’
to keep them distinct somehow. The feature.[i.Lexical] may not turn
out to bé‘the correct one; I have chosen it not only on the basis of

the facts just cited but also with regard to the following parallel

case in Japanese.

4.1.4. In Japanese, and I believe in all other languages as

well, no elements of a relative clause may be relativized. Japanese
relative clauses invariably precede the noun they modify. Superficially,
they appear to be formed by simply deleting the occurrence of the
identical NP in the matrix sentence. Thus when the sentence (4.27)

is embedded as a modifier onto the NP sono sakana wa 'this fish',

which is the subject of (4.23), (4.24) results.




(4.25)

(4.22) kodomo ga4 sakana o tabete
child fish . eating
'The child is eating the fish'
(4.23) Sono sakana wa ookii,
' That fish big
'That fish is big/
(4.24) Sono kodomo ga tabete iru

That child eating is

————

129

sakana wa ookii.

fish

big

'That fish which the child is eating is big.'

The deep structure of (4.24) is that shown in (4.25)5.

S
NP
soﬁS”’ NP
akana
N NP
|
K odomo N

sakana tabete iru

=3

N —<
&N
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In the derivation of (4.24) from (4.25), when the

Relative Clause Formation Rule applies, the only apparent change that

occurs in (4.25) is that the boxed node NP disappears. It would

thus appear tiat the English version of the Relative Clause Formation

Rule, which was stated iﬁ (4.2), is fundamentally different from the
Japanese version, for in the.former, the embedded identical NP 1is
reordered and placed at the f¥ont of the matrix sentence, while in
Japane§e, the embedded NP is merely deleted.

But there are two facts which lead me to believe that
this dissimilarity is only superficiél. First of all, the Japanese

: Porw Lisn
Relative Clause REPOTIFSA Ruie is subject to the Complex NP Constiraint

.

and also to the Coordinate Structure Constraint, which will bz discussed
in § 4.2, and I will show, in Chapter 6, that simple deletion
transformations are not subject to these two conditions. Secondly,

in Japanese, as in all other languages I know of, the crossover

e v s evesnee e

condition, which Postal has proposed, obtains.

5

This condit.on, as Postal oririnally stated it, prevents
asy transformation from interchanging two coreferential NP. Since the

Passive Rule effects such an interchange, reflexive sentences cannot

be passivized, as was noted by Lees and Klima (cf. Lees and Klima (1963)).
(4.26) a. Rutherford understands himself.
b. * Rutherford is understood. by himself,

¢. ¥ Himself is understood by Rutherfoxd.

24 bt A e B 2 3
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The condition can be generalized, however. Subjects
of sentences which appear as the otject of say can normally be
relativized: that this is true of the NP. pudding in (4.27a)
can be seen from the grammaticality of (4.27b):

(4.27) ’.a. The man who ordered ice cream said the

_.puddingi would be tasty.
b. The pudding which the man who'ordered
ice «ream said would be tasty was a

——— - horroi> show.

But if (4.27a) is changed so that the coreferential

NP the puddingi appears not only as the subject of would be tasty
but also as the deep object og_prdered, ana if backward
pronominalization has applied, yieldi;gkzz.ZS),
(4.28) The man who ordered it said the pudding,
would be.tasty.
then, for many speakers, the subject NPwméf the embedded sentence
is no “longer feESZZ;izéiie.
(4.29) * Tbe pudding. which the man who ordered it
said would be tasty was a horror show.
While (4.29) is an acceptable sentence if, the pronoun it refers to ;-
some other NP, it is ungrammatical if it has the same referent as

the head noun of the subject of (4.29).

These facts can be explained by gemeralizing the cross- 2

over condition as shown in (4.30): ‘ ;




Lq/n (4.30) The Cross ‘over Condition
(g
No NP mentioned in the structural index
AWJL‘ ———o0f a transformation may be reordered by that rule
{ A

in such a way as to cross over a coreferential NP.

This coridition is strong enough to exciude (4.29), for in

carrying out the Relative Clause Formation Rule to form (4.29), it

would have been necessary to move the subject of would be tasty

leftwards over the coreferential pronoun it. This also explains why

the pronoun he in (4.31a) can refer to the same man as the head NP

et

the man but cannot do so in (4.31b).
(4.31) a. The man, who said he, was tall. ‘
b. * The man, who hei said was tall
However, (4.30)-1is too strong -- it would incoxrectly
preveat (4.32a) from being passivized, and (4.32b) could not be
generated.
(4.32) a. .The sheriff, denied that gangsters had
bribed himi.
b. That gangsters had bribed himi was denied
by the sheriff.
At present, I know of no way to weaken (4.30) to avoid this wrong
result.

The crossover condition also obtains in Japanese: the

Japanese version of the Passive Rule, which converts (4.33a) to (4.33b),
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(4.33) a. sono hito wa sakana o0 aratta

i
{3
h
g

that man fish washed

Y, .

'That man washed the fish.'
’ ' b. sakana wa sono hito ni arawareta
fish that man was washed
';;: | ‘Thé”fish was ‘washed by the man.'
cannot apply to reflexive sentences. (4.34a) cannot be passivized, as
:*yi the ungrammaticality of (4.34b) shows.
$ . (4.34) a. sono hitc wa zibun o aratta
4 that man self washed
'That man washéd himself.' .
N b, *¥ zibun wa sono hito ni arawareta
a: '% That man was washed by himself.'
The crossover condition, by its very nature, applies only
'; to transformations which reorder constituents, so the fact that
grammatical and ungrammatical pairs of Japanese relative clauses

. can be found which parallel those in (4.31) is a second indication

g

that the Japanese rule of Relative Clause Formation also involves

reordering, and not merely deletiom.

(i3 ionan iigtis

(4.35) a. kare; ga nagai to itta hitoi.
he t@mll that said man

e '"The man who said he was tall.'

e,

fAAMSSR s st

e oo i i o M P

omiaN Dt ey

WL

>
¢

- P ST R T T -~ e

T erye R S bbbt it Y st otz 4 S R



!
;
+
!
i

K
i
:

”“-3

134

b, hitoi ga nagal to itta hitoi
nan tgll that said man
'* The man, who hei said was tall '
The fact that the first occurrence of hitc 'man' in
(4.35b) cannot have the same rzferent as the second one iﬁdicates that
the term 'cross over' which was used in the statemeng of (4.30), cannot
be taken sirmply to refer to thé linear order of words in the sentence,

for the underlying structure of (4.35a) is that shown in (4.36).

(4.36) N
S TP
| \\VP N
LT‘ ) P/\ ]
T N Y hito.
hito. L “itta
———

nagal

o
[N
t
(%

As (4.35) shows, the boxed NP can be relativized, although
the circled .NP cannot. If I am correct in attributing these facts to

the crosé:pver condition, which (4.34b) shows to be necessary in

Japanese in any case, then, if the rule of Relative Clause Formation

»
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in Japanese operates im such a way as to move the identical NP in

the matrix sentence to the right end of the .embedded sentence, in

r
3
’J
)
" S IS URES S S SSS

the opposite direction irom t

notion of '"crossing over" must be defined in such a way as to take

into consideration not only the one-dimensional linear oxdering of

constituents, but also tﬂeir two-dimensional hierarchical.arrangement.
At aﬁy rate, whether or not my coatention that the Japanese

versionn of Relative Clause Formation involves reordering is correct,

it is a fact that elements of relative clauses cannot be relativized.
For example, sentence (4.24), in which the NP kodomo ga ‘the child’
appears as the subject of a relative clause, cannot be embedded as :
a modifier of the subject NP of (4.37), as is shown by the
ungrammaticality of (4.38).
(4.37) kodomo ga byooki da.
child sick is
'"The child is sick’
(4.38) * sono tabete iru sakana ga ookii kodomo ga byooki da.

that eating is fisp big child sick is.

! . 1] ‘
L P
R WL B

'% The child who i3 fisaA(he) is eating is big is sick.'
N Furthermore, there are Japanese sentences,like (4.39)>which
parallel th§§e in (4.17); and, just as is the case in English, while
elemen;s can be relativized from the object clause of (4.39b), which
corresponds to (4.17b), this is not possible in (4.3%a), which corresponds

to (4.17a). This can be seen from the ungrammaticality of (4.402) and

the grammaticality of (4.40Db).




(4.39) a. Otto ga kono boosi o kabutte ita to iu syutyoo 0 watakusi wa sinzita,

Otto this hat wearing was that say claim I believed
'I believed the claim that Otto was wearing this hat.'

b. Otto ga kono boosi o kabutte ita koto o watakusi wa sinzita.
Otto this ﬁat wearing'wés thing I : believed

'I believed that Otto was wearing this hat.'

b. Otto ga kabutte ita koto o watakusi ga sinzita boosi wa akai.

Otto wearing was thing I : believed hat red

'"The hat which I believed that Otto was wearing is red.'

The underlying structure for (4.40b) is roughly that shown

in (4.41).

. ! 8 ;

(4.40). a. *0tto ga kabutte ita to iu syétyoo o watakusi ga sinzita boosi wa akai. |
, L

Otto wearing was that say claim I believed hat red ‘ﬁ
'#%The hat which I believed the claim that Otto was wearing is red.' E 3
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(4041) ‘ S ‘ N
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N
~ koto
(0] 1{:0 bll /\ '

kabutte ita : )

Although it is not clear to me what the deep structure
for sentences like (4.39a) should be, it seems reasonable to assume

that at the time the Relative Clause Formation Rule applies, the

major difference between this structure and the structure which results
from the deep structure of (4.39b) (the deep structure which appears

in (4.41) as a relative clause on boosi 'hat') would be that the ° .
lexical noun syutyoo 'claim', would appear in place of the non-
lexical noun koto 'thing'. Thus the circleé NP boosi 'hat' in
(4.41) is relativizable, because the Complex NP Constraint only g‘f

prohibits elements which are contained in a sentence dominated by a

EMCWW o e e e e b g o ™ el
A Provide Ic




NP with a lexical head noun from reordering, and the Japanese

Z
; nouns koto, mono, and no (if this last should be analysed as a

noun at all), which all mean roughly ‘thing', are presumably

: % non-lexical. But nouns like svutxéo ‘claim’® are lexical, and
therefore the Comple# NP Constraint must prevent elements of
sentences in appositzéﬁ‘to.them from reordering out of these

73. sentences, as the ungrammaticality of (4.40a) shows.

°A; : To summarize briefly, what I am proposing is that the

facts presented as evidence for the.A-over-~A principle, in Cases A

and B of § 2,2 -~ namely that elements of relative clauses czaanot

be relativized or questioned, and that in general, elements of .

clauses in apposition to sentential nouns also cannot =- should both

be accounted for by (4.,20) =- the Complex NP Constraint. The

fact that elements of clauses in construction with "empty" nouns

like it (cf. (4.13a)) and koto 'thing' (cf. (4.40b)) can be

whereas this is not possible in clauses in construction

with nouns like girl (cf. (4.15)), claim (cf. (4.18a)), kodomo ‘chiid’

(cf. (4.38)), and syutyoo " telain! (c£. (4.40a)), necessitates that

’ the constraint be statéd with reference to some such feature as

[t Lexicall, I believe the Complex NP Constraint to be universal

; (but cf. fn. 8), although there are problems with it even in Engldsh.

These will be taken up in the two sections immediately fcllowing.

i

v e
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4,1,5, The first difficulty with:(4.20) concerns sentences
like those in (4.42). ]
(4,42) a2, T am making.the claim that the company l
squandered the money. !
’b. I am discussing the claim that the company 3
. squandered the.money,.

Most speakers find NP in the position of the money not
to be relativizable in (4.42b), but to be so, or at least more nearly
so, in the case of (4.42a).

. (4.43) a. ? The money which I am making the claim that

the company sqﬁandered amounts to $400,000. .
b. * The money which I am discussing the claim
| that the company squandered amounts to
$400,000,
Sentence (4.43b) can be made even more ungrammatical by prefixing the

noun claim with some possessive modifier,

(b.44) %% The money which I am discussing Sarah's
claim that the company squandered amounts %,

to $400,000.- ;
and many speakers feel that while (4.43a) nay not be fully grammatical, ' ¥
sentenzes like those in (4.45), whose only significant difference from

(4.43a) lies in the definiteness of che article on the sentential

noun, are completely grammatical.
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hopes

a feeling that the

(4.45) a. The money which I have
company will squander amounts to $400,000.

be The money which I will have a chance to
squander amounts to $400,000.

Ce Tﬁg money which I will make a pruposal

tgzt“setgqﬁggggge amounts to $400,000.

If any of these sentences are grammatical, either
condition (4.20) must be modified or abandoned, or the two sentences
in (4.42) must derive from quite different sources. A; it stands, (4.20)
will block the generation of all the sentences in (4.43) - (4.45): 0in ‘
each case, the NP being relativized is contained in a sentence in
apposition to a lexical head noun.

Thore is some evidence that the second alternative may
be correct, i.e., that (4.20) can be preserved as is., I have not yet

been able to solve various problems of rule ordering that arise in

connection with this alternative, and it is only in the hope that the

following incomplete analysis may suggest a correct way of distinguishin
3 D Yy 12424 y ol g g

between (4.43a) and (4.43b) that I present it here.
Harris has proposed (cf. Harris (1957)) that sentences
like those in (4.46) be directly transformed into the corresponding

sentences ¥ (4.47), by a rule which he calls the modal transformation.
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(4.46) a. I snoozed,
b. Sam proéressed.
c. Bill gave me $40.
d., Max shoved the car.
e. I feel that Arch will show upe.
(4.4f5—__;.. ~I‘took a snooze
| b, Sam :made pfogress.
c. Bill made a gift to me of $40.
d. Max gave-the car a shove.
e. - I have a feeling that Axrch will show up.
Since the surface structures of (4.46a) and (4.47a)
seem to be those shown in (4.482) and (4.48b), respectively (the
situation is similar with respect to the other sentences of (4.46)

and (4.47)),

(4.48) a, S
/\.
NP VP
1 |
E. Vv
|
snoozed
b. /S\,
NP A4
'.l Y NP
took _ 9_/\

'snooze
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s

Harris' rule cannot be stated within the currently available
theoretical framework, for at present, only transformations which
decrease structure can be formulated. The P-marker in (4.48a)

contains only one NP, but the on2 in (4.48b) contains two, so

the present theory would not allow a direct transformational

relation which converted the former into the latter (the opposite
direction would be bossible, of course). So, at present, in the
theory of generativé grammar, one could only claim (a) that the
sentences are only semantically related, or (b) that (4.48b) is
converted into (4.48a), or (c) that the deep structure of (4.48a)

is contained in the deep structure of (4.48b), as shown in (4.49):

(4.49) S

N
I g N

N

Ve

|
it NP P
= | |
I LV
SLOOZG

Proponents of this last approach would presumably argue

«

that after the embe’ded subject in (4.49), I, had been deleted by

Equi-NP Deletion, the verb snooze would be substituted for the

Maii ol 0t e s B3 L it ad aaaed i M haiZe ibashe Iaieime o a T al . -y T Ty
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abstract pronoun, it, and the indefinite article would be segmentalized”,

yielding the structure in (4.48b).

1 do not know wnether any of the above analyses is
correct, or whether s;ructure-building transformations, which could
convert (4.48a) directly iuto (4.48b), should be countenanced within
the thecry. But whatever analysis is adopted for the sentences in

(4.47), it should also be adopted for expressions like make the claim

that S, have hopes that §, have a chance to VP, etc., which were

used in (%4.42) and (4.45) above. If analysis (a) is correct, then

both sentences in (4.42) would come from roughly the same deep

structure, (4.50).

(4.50) S

-
v}
<
rg

\
/

making NP ]
discussing A
“P’/‘\\S :

the N ’

claim the company squandexed the money
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But the fact that the NP the money is relativizable

in (4.42a) but not in (4.42b) seems to argue agaimst this analysis,

roughly the same deep structure? Furthermore, thefe is another fact

about the sentences in (4.42a) and (4.45a) which sets them off from

other sentences containing sentential aouns with clauses in apposition
to them. George Lakoff has pointed out to me that the rule which
optionally deletes the complementizer that in clauses which follow

a verb cannot apply if the verb has been substantivized. So, while
both (4.51a) and (4.51b) are grammatical, only the a-version of

(4.52) is possible.

(4.51)—__a... Kleene proved that this set is recursive.

b. Kleene proved this set is recursive.

(4.52) a. The proof that this set is recursive is

i delecwaiter

i difficult.
b. * The proof this set is recursive is difficult.
It seems to be the case that it is only in modal

constructions like make the claim that S, have hopes that S, etc.

that the complementizer that can be deleféa after a sentential noun.

i j (4.53) a. ? I am making the claim the company squandered
(B : ‘ the money.

b. I have hopes the company will squander the

' money.

e v » e v Cad d T ot Y —
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C. I have a feeling the company will squanier
the money.

T 7d. * I made a proposal we squander the money.

> " i

{

As (4.53d) shows, it does not seem to be the case that |

|

that can be deleted in all modal constructions =-- what the restrictions Y
Liat it
|

are I do not know at present -= but_the fact that it generally canm be i

deleted in these constructions is another piece of evidence that it

argues they should be“analyzed differently than such sentences as

(4.42b).

One final fact deserves mention here: to the best of
my knowledge, it is only in modal constructions that sentential nouns 23
which are related to transitive verbs cannot occur with a full range
or possessive modifiers. In sentences like those in (4.54), where

the main verb of the sentence containing claim is not make, any

possessive NP can modify claim.

Pl

Your
(4.54) a. Dick'sp claim that semantics is generative
¢ etC.

is preposterous.
: Myron's
L b. We are discussing < their. claim that

etc.

flying saucers are real.
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But after the verb make, and only after it, the

AN
.

possessive modificx must refer back to the sybject of make, 1f it

Aot

is possible to have such a modifier..at.all:
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(4.55) Myronm is making = * Suzie's clain that dead

etc.

is better than red.

. The same is true of all modals, as the sentences in (4.56)

demonstrate.

o S A e S e
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N

(4.56) a. ¥ I have Tom's feeling that the company will

LI N

¥ . .
T EET e S At e g e W 1 B oY

squander the money.
b. * Myra took Betty's snooze.
o $
i . c. ¥ Bill made Sarah's gifg to me of $40.

d. * Max gave the car Levi's shove,

3 These three facts —- that the Complex NP Constraint is

not operative in modal constructions,; that the complementizer that is
generally deletable there, and the fact that possessive modifiers
3 must refer back to the subject of the modal verb -- indicate clearly

that sentential nouns like claim, hope, etc. which occur in these

é constructions must be derived differently in modal constructions than
they are elsewhere.
It is tempting to propose changing the theory so that

: (4.48a) could be directly converted into (4.48b) by a structure-building
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rule of Modalization. Then the fact that elements are relativizable

in complement sentences after make the claim, have hopes, etc. and

the fact that that can be deleted there could be handled by ordering

the rules as follows: Relative Clause Formation, That Deletion,

Modalization.

Unforstunately, this solution will not work, for if there

is a rule of Modalization, Passive must follow it:

(4.57) The claim that plutonium would not float was

made by the frcshman.

But if Passive follows Relative Clause Formation, such

sentences as (4.58) will not be derivable.

(4.58) The man who was arrested by Officer McNulty

went mad.

Furthermorxe, if Passive follows That Deletion, what is

to prevent derivations like that shown in (4.59)?

(4.59) a. Jack is claiming that you won't need it.

That Deletion

b. Jack is claiming you won't need it.

Modalization

¢. Jack is making the claim you won't need

it.-——€;>Passive

d. * The claim you won't need it is being made

~

by Jack.
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These difficulties, which I have not been able to overcome,

have kept me from reaching a solution to the problem posed by the
modal construction for the Complex NP Constraint. But since it
seems clear that the complex sentential NP which occur in modal
constructions must be derived from some other source than the sentential
NP in other constructions, I have hopes that it will be possible to

' preserve the Cgmpiex NP Constraint in the way it was stated in (4.20).
At any rate, I will not settle for merely an ad hoc rider on (4.20)
until the.grammar of modal constructions is considerably bettery

understood than it is at present.

4.1.6, The second difficulty concerning (4.20) arises in .
connection with the sentences in (4.3) and (4.4), which I will
repeat below for convenience..
(4.3) a I read a statement which was about that man.
b. I read a statement about that man.
(4.4) a. * The man who I read a statement which was

about is sick.

be The man who I read a statement sbout is sick.

As I pointed out in § 4.1.2, it is not in general the

' case that elements in reduced relative clauses can be relativized ox
questioned: the fact that the sentences of (4.15) and (4.16) are
equally ungrammatical supports this contention. How then can it be

that the object of about in (4.3b) can be relativized, if (4.3b) derives
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from (4.32) by.way of the rule of Relative Clause Reduction?

; The tentative answer to this qpestion which I would
propose is that the re® tion between the sentences of (4.3) must be
much more complex than has hitherto been suspected. I suspect that
(4.3b) is nearer to béing basic than (4.32) is, and that in any case,
(4.3b) is not derived from (4.3a) by means of the rule of Relative

< Clause Reduction. Thexe are a number of peculiar facts about sentences

uff containing nouns like statement, some of which I will take up below,

which suggest the correctness of this idea.

] _ First of all, such sentences behave uniquely under

-  reflexivization. As was shown in Lees and Klima (1963), the second
;‘ of two identicsl noun phrases is replaced by a reflexive pronoun,

subject to the condition that both NP's be in the same "simplex

sentence", to use their term. They do not state how this restriction

- ? is to be expressed formally, but their meaning will be clear from

the following examples:

(4.60) a. You're going to hurt yourself one of these
days.
b. I spoke to Bill about himself.
'? (4.61) a: * That . Tom saw me surprised myself.
,f b. * He said that himself was hungxy.

Reflexivization must be blocked in (4.61), for in both

cases, there is a node § which dominates one occurrence -of the two

. NP's which does not dominate the other. Since this is not true of
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(4.60), Reflexivization must apply.

Consider now such sentences as those shown in (4.62)

(4.62) a. I read himi a statement which was about

hin&
Thimself

I am not sure, but I believe (4.62a) is better, in my
own speech, with a non-reflexive pronoun than with a reflexive
pronoun. Lf there are dialects in which both of the sentences in

(4.62a) are fully grammatical, I can provide no explanation of such

facts, for in the overwhelming majority of cases, Reflexivization

cannot go down into relative clauses

’ énd I would not know how to

characterize formally the relative clauses in sentences like

(4.62a) in such a way that Reflexivization could go down into . ;«

them, but not into clauses like the one shown in (4.63). -

me ‘
(4.63) I know a man who hates ayself{ ° b

Therefore, for the purposes of this study, let us assume,
perhaps falsely, the existence of a dialgct in whica reflexive proncuns
are absolutely excluded in (4.62a) and are absolutely necesss in
(4.62b). How could we explain such facts?

Given that a meta-rule of S-pruning like (3.6) must
be inciuded in linéuistic theoxy, on the basis of the independent

"3 evidence presented in § 3.1, it might be argued that the explaunation

s
»
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must depend in some way on this meta~rule. 7That is, one could assume

that (4.62b) is derived from (4.62a) by the xule of Relative Clause

Reduction., Reflexivization would be blocked in (4.62a), because in

i (4.64), which shows the approximate structure of (4.62a), the circled

node § dominates the second occurrence of the NP he (him), but

not the first, so the two NPF's are not in the same simplex sentence.

» (4.64) S
b N

| 0.1(& —i“’ V'P

| 3‘}:& | /[\
k. I NP i

l*% riad him NP /);)

; Act N NP VP |
' _g,!_ stat[ement /\
o which was NP |
. .
,fiw; P /\ NP
2 .
about hinm

Then, of course, as in the cases discussed in §§ 3.1.1 -

3.1.3, when the Relative Clause Reduction Rule deletes which was in

(4.64), the circled S will no longer branch and will be pruned by
{3.6), thus bringing it about that the two occurrences of he (him) are

. in ti.e same simplex sentence, so that Reflexivization can convert the

second -one into himself.

A e P ey i)
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ways, anc cannost, as far as I can see at present, be patcned up to
overcome these inadequacies. The first difficulty arises in comnnection
with several facts whicﬁ were first pointed out in two careful

studies of reflexives made-by Florence Warshawsky (cf. Wérshawsky
(1965a,b)). She péinted out that whether or not reflexivization

occurs in sentences like (4.62b) is correlated in some inexplicable

way with the type of determiner which precades statement. In (4.65a),
where the determiners are indefinite, reflexivization seems to be

i@ obligatory, in most dialects, whereas in (4.65b), where the determiners -

are possessives, they do not occur (in most dialects). With the

definite articles the, this, that (4.65c), there seems to be great

dialectal variation. To my ear, the sentences sound odd with or
without reflexives.
(4.65) a. I read him two (several, some, no)

*,? statements about himself.

b. # I read him Judy's statement about himself.

¢.?%* I read him the (this, that) statement

about himself.

Clearly, no principle like (3.6) can account for the facts in (4.65)
by itself -- additional conditions of some sort nust be imposed on the

rule of Reflexivization (these sentences will be discussed again in

§ 6.4) below). But, it might be argued, at least the principle of
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S-pruning makes it possible to state the Reflexivization Rule in such

a way that reflexives are excluded from (4.62a), while at least
some of them are allowed in sentences like (4.65a) and possibly (4.65c).
This argument seems appealing until it is realized that normally

Reflexivization does not go down into reduced relative clauses. Fox

example, if the relative clause in (4.66a) is weduced to the phrase

behind me, the NP me cannot be converted into a reflexive. The

same is true of the reduced clauses jealous of you and watching me

in (4.77b) and (4.78b).
(4.66) a. I know two men who are behind me.
b. I know two men behind me (*myself).
(4.67) a. You are toc flip with people who are jealous
of you.
b.. You are too flip with people jealous of
you (*yourself).
(4.68) a. I screamed at some children who were
watching me.
b. I screamed at some children watching me
(*myself).

In fact, excluding the problem as to whether reflexive
pronouns can appear éq_;elative clauses of the type contained in
(4.62a), I would hazard a guess that not only do rules of reflexivization
universally not go down into relative clauses, they also domot go ¢ ™

into rzduced relative clauses. For instance, in German, if the

—————— oo
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relative clause die ihm lieb sind ‘who are kind to him' in (4.69a)

is reduced to form (4.69b), the personal pronpun'iﬁm"hhn' (dat.)
is aot converted to the reflexive pronoun sich ‘himself'.
(4.69) a. Hans verknallt sich nur in Miudchen, die
| Hans falls only for girls, who
"7 inm lieb sind.
him kind afe.
'Hans only falls for girls who are kind to him.'
b. Hans verknallt sich nur in 3ihm liebe Middchen.
Hans £alls only for him kind girls.
"Hans only falls for girls kind to him,'
If "sich is substituted for'ggé,in (4.69b), as in
(4.,70), the sentence produced has a different meaning and is unrelated
to the sentences in (4.69).
(4.70) Hans verknallt sich nur in sich liebe M#dchen.
Hans falls only for themselves kind girls.
'Hans only falls for girls who are kind to themselves.
Thus, the most obvious explanation of the facts of

(4.62), an explanation making use of the rule ordering shown in (4.71)

(4.71)° Relative Clause Reduction

Reflexivization

and of some convention of S—pruning, would seem to be inadequate
for the same reason that (4.5) cannot adequately account for the

difference in grammaticality of the sentences in (4.4). Normally,

TP TRTITTW
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Reflexivization does not go down into reduced relative clauses, so

the fact that ceflexives can occur after about in (4.62F) suggests
that the about-phrase is not clausal in origin.
Warshawsky (op. cit.) points out that .any of the nouns

wvhich can appear in the blank in (4.72) are relg;ed to verbs.
.o ' ’

6L

‘himsell .
l?bout

(46.72) ~ Max showed me a

A few of the verb-related nouns that occur in tais environment

" are listed in (4.73a); several for which no correéponding verb
exists are given in (4.73b). (Warshawsky gives auch more extensive
lists of these nouns, which shz calls *picture nouns".)

(4.73) a. descxiption, statement, xeport, clainm,
talé, drawirg, painting, photograph,
etching, sketch

b, story, column, satire, book, letter, tex:,
article, sentence, paragraph, chapter,
picture

Warshawsky points out that the verbs associated with the nouns of
(4.73a) are all verbs of creation, and the nouns systematically
ambiguous with ;espect to whether they denote an abstract cx;ation
or some physical object upon which this creation is represented.

Further, she noteg that certain of these verbs can- occur only with

human subjects {cf. (4.74)),
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L
. ainted il
Michae P \ P
(4.74) e l. sketched> the duck L
*Michael's photograph 1a i
. rew ;
§' v ) N / § 3
. pond. & !
P but that others could have either human subjects or picture noun & 4
. ;
£~ ’.
'? subjects. ]
s ‘;
| Michael %
e : ( 3 P 3
3 report i
1 statement t
description| | told of the conflict 1
(4.75) Michael®’s - story »9 described the country o I
R article . stated that we were at fault b
book - 2y
§ Ipicture ' -
.' A . . gs‘ .
E This last property is unlike any other grammatical fact I have x
3 0 § 3
g encountered, It is worth pointing out that it is not the case :
é that any abstract noun can serve as subject of these verbs -~ only E ;;
:é picture nouns can, as is shown by the ungrammaticality of (4.76). . )
% r . y
§ the space betweea my eyes . o
: sentencehood : | told of the conflict 5
; (4.76) *NHarry's civil rights - described the country . . e
o Marilyn's arxival stated that we were at fault 3
’\, L?tCo ‘; 3
f The fact that the deverbal nouns in (4.73a) behave the S
X &
- A . .
.o same way as the apparently basic nouns in (4.,73b) with respect to ]
-2 relativization and questioning (cf. (4.4)), reflexivization (cf. (4.62)) {ﬁ
E and with respect to the curious selectional facts pointed out in (4.75) )
> ”(";
? . 51.
"f {‘.’
4 i
b
E
=
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provides strong evidence for treating all picture nouns alike.

Warshawsky sugeests that verbs may be basic for picture nouns, and

T~ A — A

PP, S e T -l eor fevc NN -~ -
VELUD \GCle LAKOLL L2 0J}J SUCLH db Lo

L

?

to column, etc., be postulated as underlying the nouns of (4.73b).

- This proposal seems quite reasonable, but in the absence of a
e detailed analysis along these lines, little more can be said
. about it at present, .

i . In passing, it should be remarked that there are a

; number of prepositional phrase adjuncts to noun phrases which exhibit

similar behavior + micture nouns. As (4,16b) shows, it is not

s T T WA | AP

in general the case chat elements of postnominal prepositional '
. 3 phrases can be questioned. But this is the case in tae sentences
of (4.77), as (4.78) shows.,

. (4.,77) ae I gave Tom a key t°‘} that door,

3 for
- J
A b, Harold has books by some young movelists.
: ' c. Billy is looking for a road into the cavern.

e (4.78) a. Which door did I give Tom a key ggr ?

§ b. Which novelists does Harold have books by?
c. 2 Which cavern is Billy looking for a road into?

Consideratiqns of the same soxrt as were discussed above

S would suggest that NP 1like a key to this door and a road into the

A cavern should not be derived frum 2a key which is to this door and

?a road which is into the cavern, which are at best of dubious

.. grammaticality in any =2vent, But what their deep structures might be
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is at present an unsolved problem.

bol.7. To conclude this discussien, the constraint which I
stated in (4.20) correctly prevents elements of relative clauses
from béing questioned or relativized. The remarks of footnote 8
"and § 4.1.5 above indicate that this comstraint is stated too
strongly at present, and the remarks in § 4.1.6 show that the
differences between the sentences of (4.4), although théy appear to
fall within the scope of (4.20), are in fact much more complex than
has been realized. I know of no other counterexanples to the
Complex NP Constraint, and I therefore submit it for inclusion
in the list of putative linguistic universals, subject to whatever
nodifications are necessary to avoid the extra strength pointed out
in footnote 8 and$4.l.5.

4.2, The Coordinate Structure Constraint

4.2.1. In § 2.2, in Case F, it was pointed out that conjoined
NP cannot be questioned: this was attested to by the ungrammaticality
of (2.18) and (2.19), which I repeat here for convenience.
(2.18) * What sofa will he put the chair between some
table and?

(2.19) * What table will he put the chair between and

soue sofa?
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N { The impossibility of questioning the circled NP mnodes in diagram
{ .
ii (4.79) can be successfully accounted for by invoking the A-over-A
= i principie,
o (4.79)
an and esee
? but this principle does not prevent-the.circled NP nodes in diagrams F
; (4.80) or (4.8l1) from being questioned or relativized. i
(4.80) S e :
¢
; 3
. NF
s ;
x 5
. Hen_x_‘_z .
-3

v NP v

:
© g

.8
.
g

~ plays the 'lute sings nadrigals
'
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(4.81) .
//i\\

the nurse y the plumber \' q&;
' Qplilhed her trombone computed my tax

But all of the circled nodes must somehow be restricted from.being
moved, as the ungrammatical sentences of (4.82) show.
(4.82) a. * The lute which Henry plays and sings
| madrigals is warped. |
b. * The madrigals which Henry plays the lute
and sings sound lousy,
c. * The nurse who polished her trombone and
the plumber computed my tax was a blonde.
d. * Which trombone did the nurse polish and
the plumber computed my tax? ’
e. * The plumber who the nurse polished her
trombone and computed my tax was a hefty
fellow.

f. * Whose tax did the nurse polish her trombone

and the plumber compute?
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I know of no principled way of excluding such structures
as those shown in (4.80) and (4.81) from being introduced as relative

clauses, i.e., at the node S in (4.83),
(4.83) NP
NP S

so it appears to be necessary to add the following constraint to the

meta-theory:
(4.84) The Coordinate Structure Constraint .

In a coordinate structure, no conjunct may be

moved, nor may any element contained in a ,;

conjunct be moved out of that conjuact. %
$.2.2, I propose to define the notion coordinate structure % ;
as zny structure conforming to the schematic diagram in (4.85). g,

) H

¥

Xegk. 4
%

S PR

(4. 85) A -
P
&
and & A A eees
or ‘ |

it ot yoor . P P T,
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language-independent

10 .

Of course, since (4.85) is intended to be a universal definition,. .
it must be understood as containing not the English morphemes
representation of these terms™ . Furthermore, the conjunction E

should be understood‘as either preceding all its conjuncts, as in

English, Ffrench, etc,, 6r4as following them, as in Japanese.

Coordinate structures contain at least two conjuncts; but may
- i centain any higher number of them, |
As for the deep structure position of the conjunction
:»~ with respect to the conjuncts, there are many reasons for believing >
that the structure of (4.86) is.not that shown in (4.87), but -
‘; rather that shown in (4.88), where eacbhngurrence of the conjunction
,'i and forms a constituent with the following sentence instead of i\‘»
being coordinate with it, as in (4.87). |

(4.86) Irma washed the dishes, and Sally dried, and

Floyd loafed. -

X Irma washed the dishes add Sally dried and Flovyd loafed .
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(4. 88) s

,///////“\\\\\\\\ ‘\5‘\\\\ S
Irma washed the dishes and Sally dried and ¥Filoyd loafed

e .

One ‘'syntactic reason is that if a conjoined sentence like
(4.89) is broken up into two sentences, as in (4.90), the conjunction
always goes with the second sentence, as in (4.90a), never with the
first, as in (4.90b).
(4.89) John left, and he didn't even say goodbye.
(4.90) a. John left. And he didn't even say goodbye.
5. * John left and. He didn't even say goodbye.
A second syntactic reason is in that languages in which
coordinating conjunctions can become enclitics, which are then
inserted into one conjunct (this is the case with - que 'and' in
Latin, and with the word aber 'but' in German), these énclitics
are always associated with the following conjunct, never with the
preceding one. Thus (4.91) may be converted into (4.92a), but not
into (4.92b). |
(4.91) . Sie will tanzen, aber ich will nach Hause
gehen.

'She wants to dance, but I want to go home.'
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(4.92) a. Sie will tanzen; ich will aber nach Hause
gehen.
b. * Sie will aber tanzen; ich will nach Hause
11
gehen,

A third syntactic reason for regarding (4.88) as the

correct structvr is the following: since the Appositive Clause

Jié

Formation Rule must convert sentences like (4.93a) into (4.93b)( é—vff' ﬁ/ . §é.c e

.

(4.93) a. Evean Harold failed, and he is the smartest

poy in our class.
b. Even Harold, agﬁohe is the smartest boy
in our class, failed.,

there are very general theoretical grounds for arguing that the string

and he is the smartest boy in our class in (4.93a) is a constituent,

for except for this case, transformations can be constrained so that
only constituents may be adjoined.
Phonological evidence indicates strongly that the bracketing
of the subject NP of (4.94) must.be that shown in (4.95a), and not
that shown in {(£.95b) or (4.95¢),
(4.94) Tom, and Dick, and Harry all love watermelon.
~  (4.95) a. ((Tom) (and Dick) (and Harry)) ail love
watermelon.,
b. ((Tom) (and) (Dick) (and) (Harry)) all

love watermelon.
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c. ((Tom and) (Dick and) (Harxy)) all love
watermelon,
for intonational pauses come before coordinating conjuncéiOns, not
after them or equally on both sides of thenm.
So there is good evidence to indicate that the'correct
structure of (4.86) must be that given in (4.88). But how does this

structure arise? Lakoff and I (op. cit.) propose that there be a

phrase structure rule schema like (4.96) in the base,

(4.96) S +-{§%%} s , where n > 2

—

and that later the and or or which is introduced by (4.96) be
copied and Chomsky-adjoined12 to each of the indefinitely many

S's that are introduced by (4.96) by a rule of Conjunction Copying.

So the dzep structure of (4.86¢) would be approximately that shown in

(4.97), which the rule of Conjunction Copying will convert to (4.98).

(4.97)
~
and s \s s
/\ .
IiP/\-VP NP VP NP/\\\{'P
"’,,/”~\\\\\ |
Irma \' NP Saﬁly \Y NP FJozd \Y
i wasied the dishes drled somézhing loaéed
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Q

Py \

/ ?\s ’ /S\ //S\

V and /\\ and . S 'a"‘n"a" 3
: . — A
3 Irma washed the dishes Sally dried something Floyd loaf

" i

To derive (4.88) from (4.98), the first instance of and

‘ is deleted by a general rule which I will not state here.. It is

7 deleted obligatorily if‘theﬂconjuncts_arg_sentences, as is the case

in (4.98), but it may optionally be converted into both if the cor. juncts
are NP, VP, ox V. The rules for conjunction with or are similar .
in all respects, except that the initial or may be converted into

y either in front of all conjuncts. Languages like French, where the

first conjunction does not have a suppletive alternant, provide

further motivation for this analysis:

T T s B s SOOI

(4.99) a. Et Jean et Pierre sont fatigués.
- B - andJohn and Peter are tired.
| 'Both John and Peter are tired.’
] b. Ou Jean ou Pierre doit le faire.
Or John or Peter must it dé.
'Either John or Peter must do it.'
One final point in faver of this analysis should be
: mentioned: the semantic interpretation of conjunctions, under this

analysis, is much more in line with the traditional logical analysis of

« ——
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conjunctions, which treats them as n-place predicates, than would be
the case if the previously accepted analyses were adopted. That is,
if (4.97) is adc_ 2d as the dee

n ctvuntura Af {A
\. - b LA = r O e VAN B e e - S W '

88), the con
and and ox are only differeat semantically from such two-place
relations as see, etc. in that the former can have an indefinitely
large number of argumenté,.while the latter is binary. But if some
such structure as (4.87) is postulated as the deep structure of (4.86),
quite dissimilar projection rules will have to be «omstructed to
interpret (4.87) semaﬁtically, and the fact that and, or, and see

are semantically similar, in that all are relatioms, will not be

expressed formally.

4.2,3. Given the above definition of coordiunate structure, the
first clause of the Coordinate Structure Comstraint will exclude
(2.18) and (2.19), while the second will exclude all the sentences
of (4.82). The latter sentences could neither be excluded by the
A-over-A principie nor by the Complex NP Constraint of 3§ 4.1,
so it appears that condition (4.84) is necessary for reasons thch
are independent of the problems raised by (2.18) and (2.19). Thus
(4.84) can be used to explain their ungrammaticality, just as the
A~-over-A principle was.

It should be pointed out that there are instances of
the morpheme and which must be derived from different sourcos than

the two major sources diccussed in Lakoff and Peters (1966). For
.3 .
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instance, as (4.101) shows, there is a difference in relativizability

“between (4.200a) and (4.100b), even though both sentences in (4.100)

appear to contain structures that are coordinate, by definition (4.85).
(4.100) a. I went to the store and bought some whisky.
'b. I went to the store and Mike'boﬁght some
‘whisky.
(4.101) a. Here's the whisky which I went to the store
. and bought.
b. * Here's the whisky which I weat to the store
and Mike bought.
However, as George Lakoff has pointed out to me, there
are clear syntactic indications that the relative clause in (4.101a)
is not an instance of ordinary sentence coujunction. Fixst of ali,
it is oniy with non-stative verbs as the main verb of the second
conjunct that sentences lik- (4.10la) can be constructed.
(4.102) a. Tony has a Fiat and yearns for a tall nurse.
b. * The tall nurse who Tony has a Fiat and
. yeafns for is cruel to him.
Secondly, the second conjunct cannot be negative:

(4.103) a. I went to the movies and didn't pick up

the shirts.

b. * The shirts which I went to the movies and

didn't pick up will cost us a lot of money.

R
LT,
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Thirdly, there are restrictions on the teases that may

appear in such sentences

as (4.104b) indicates.

(4.104) a.

as (%4.101a). Thus, (4.104a) parallels (4.100a)

Taaede  dola
ut the NP ¢

I went to the store and have bought some

.excellent whisky.
% The excellent whisky which I went to the

store and have bought was very costly.

The fact that (4.100a), on one reading, is synonymous with (4.105a),

which contains a purpose

clause, and the fact that the ungrammaticality

of (4.102b), (4.103b), and (4.104b) is matched by correspondingly ‘

ungrammatical purpose clauses (cf. (4.105b), (4.105¢), and (4.10539

respectively) suggests that the reading of (4.100a) which allows the

formation of the relative clause of (4.10la) be derived from whatever

the underlying structure
way, that relativization

shows.

(4.105) a.

i)
AP
o’

[ ]

: :" Coe

is that underlies (4.105a). Note, by the

is alsc possible in (4.105a), as (4.106)

I went to the store to buy some whisky.

%* Tony has a Fiat to yeaxn for,a tall nurse.

not to

ick the
to not{ P

*# T went to the movies
shirts up.

% T went to the store tc have bought soue

whisky.
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v 7 {4.106) Here's the whisky which I went to the
-~ store to buy.
There are other instances of €

s similar line of argument suggests should not be derived from coordinate

nodes in deep structure, E%r example, consider the sentences in (4.107):

¥ 3
datstalran ol hins ciady

(4.107) a. She's gone and ruined her dress now.

E‘% b. I've got to try and find that screw.
ﬁ‘é . c. Aunt Hattie wants you to be nice and kiss
?TE your granny.
-
vﬁ% As I have no plausible analysis for these sentences, I will merely
t?g point out. that they are not subject to (4.84):
é (4.108)_a.... Which dress has she gone and ruined now?
: b. The screw whiéh I've got to try and find
_g holds the frammis to the myolator.
*% C. Whi;h granny does Aunt Hattie want me te
yié - be nicé“;;;mgi;;?
f;é The fact that the sentences of (4.108) and sentence (4.10la) are

grammatical might mean that (4.84) is simply wrong, but the facts
e I presented in (4.102) -~ (4.106) suggest that this may not be so,
at least with regard to (4.10la). Rather it may be the case that none

of these sentences contain coordinate structures at the time when

questions,‘relative clauses, etc. are formed, but only are converted

= into coordinate structures later, or that they never contain coordinate

eNRy

structures at all. In fact, T know of no other test for cosrdinate

K ety
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structure than the one (4.84) provides, and it therefore seems quite
reasonable to me to assume that one of the last two possibilities
mentioned above 1s correct. |
It is perhaps worthwhile to show how (4.84) can provide
a test for coordinate structure. (4.109a) can be converted into
(4.109%) by the rule of Gapping (Ross 1967d)):
(4.109) ;e The boy works in a skyscraper and the girl
works in a quonset hut.
b. The boy works in a skyscraper and the girl
in a quoaset hut.,

The structure underlying these sentences is that shown in (4.110).

(4.110)

the boy. v /////\\\\\' the girl \Y NP
works P N works P
——— ,\ S —— ‘
in 4 skyscraper in

& quonset nut
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When Gapping applies to {(4£.110),; deleting the second
occurrence of the verb works, it might be proposed that either the
node VP which immediately dominates it or the circled node S
should be pruned, cr botk. There is no evidence which argues for
or against retention of the circled node VP, but if the circled
S werepruned, (4.110) would cease to be a coordinate structure, under !
the definition given in (4.85), anﬁt;oxed NPs in (4.110) should

become movable. The fact that they do not (cf. (4.111))

(4.111) a. * Which boy works in a skyscraper aand the
girl in a quonset hut?
b. * The skyscraper which the boy works in and
the girl in a queaset hut belongs to
Uncle Sam. . “*
¢. * The girl who the boy works in a skyscraper
and in a quonset hut has a dimple on her
nose. - X
d. * Which quonset hut does the boy work in a
s&yscraper and the girl in? 3
R is most simply accounted for by assuming that (4.110) retains its
coordinate structure even after Gapping has applied, i.e., .that the : -
. putative convention which pruned the circled S was incorrect.
4 It can ‘lso be shown that coordinate structufe can

disappear in the course of a derivation. So, for instance, Lakoff and

3 Peters (op. cit.) argue that (4.112) should be derived from (4.113) by 18

v .
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a sequence of opticnal rules which convert an occurrence of and to

with and then adjoin the with-phrase to the main VP of the

sentez\.ce;n

(4.112) Billy went to the movies with a-lusclous

i
chack.
(4.113) : S
. /
" /VP\\
and4\ went to the movies

»

J ]
Billy a luscious check

The circled NP is not relativizable unless Conijunct

Movement has applied (cf. (4.114)):

]

(4.114) a. The luscious chéck who Billy went to the
' movies with will wed me ere the morm.
'b. * The luscious chack who Billy and went to

the movies will wed me ere the morm.

Similarly, in the conjoined structure (4.115),

YT WA DT A R

e

Paiial b i s e ¢ o\l £ aaey
2o i S

e e SR

" RS Ty

R
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(4.115)

Pie'tro 'a @ Sofia \" NP
bought a Ferrari from me adores Pieéro

The circled NP can only be relativized if the second conjoined
3{5 sentence has been inserted into the first as an appositive clause.
(4.116) a. * The Fexrxari which Pietro bought from me
Yf i and Sofia adores him cost him a bundle,
b. The Ferrari which Pietrc, who Sofia adores,
bought from me cost him a bundle.
These two facts illustrate a perhaps obvious point: whether or not

- a constituent can be moved decends not on deep structure; but on

;ff derived structure. .

B 4.2.4,
'f 4.2.4.1. There is an important class of rules to which (4.84) does
'y

f:' not apply. These are rule schemata which move a cunstituent out of all
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the conjuncts of a coordinate structure. In Lakoff and Ross
(in preparation b), an analysis cf conjoined scentences 1s exploxed
which takes the process which converts such sentences as {(4.117a)

into (4.117b) s being the fundamental process in conjunction.

(4.117) a. Sally night be pregnant, and everyone

il B DAk

believes Sheila definitely is pregnant.

P

b. Sally mignht be, and everyone believes

it Xormaud A Asliies 4oy ot

Sheila definitely is, pregnant.

T

e e

We propose a rule of Conjunction Reduction which Chomsky-adjoins

¢

to the right or left of the coordinate node a copy of some .onstituent

.

which occurs in all conjuncts, on a right or left branch, respectively,

and then deletes the original nodes. Thus this rule converts (4.118),

which underlies (4.117), into (4.119). ]
(4.118) S 3
and S ¢
NP NP ]
//////\\\\\\\ :

Sally might be A" everyore v NP

.

' ‘ beéleves it

pY ggant' N VP
, /”///~§:::T‘m\

Sh!ila definitely is’

Laa il 0 2o T AR atans TN v TPy = - T G Sad 2
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(4.119) S

A
AN

e | S pregnant
NP VP NP ///)9&\\\\ 1
Sally might be everycne Y N?
A
believes gf;///ﬁ'
NF VP
— Sheila definitely is

It is important to note that Conjunction Reduction must

work "across the board" -- the element adjoined to the coordinate

node must occur in each conjunct. Thus (4.120a) can be converted to

(4.120b), but not (4.12l1a) to (4.121b).

~

(4.120) a. Tom picked these grapes, and I washed
these.grapes;ménd Suzie will prepare

these grapes.

-

e T WO P Yy et rerrr -y L o T
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b. Tom picked, and I washed, and Suzie will

t;: ' prepare, these grapes.

RN P TR
. .

3 (4.121) a. Tor picked these grapes, and I washed

some turnips, and Suzie will prepare these

grapes.

3
]
4
3
P
3
3
v
’
,
A

A b. * Tom picked, and I washed sqme turnips, and

o
,: Suzie will prepare, these grapes. .
ﬁfé . It appears that the rule of Relative Clause Formation
i .
j must also apply "across the board"; the relative clause in (4.122)
ﬂ:i would seem to have to derive from a structure with an embedded
. - disjunction, as in (4.123), '
“;é (4.122) Students who fail the fiﬁal exam or who
g;é ' do.not do the reading will be executed.
B (4.123)

will be executed

N?

s tudents

&

students fail the final exam stLdents do not do the reading
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rather than sentence (4.124), whose main clause is a disjunction,

because (4.124) is not synonymous with (4.122).

e | (4.124) Students who fail the final exam will be

';'§ ' executed or students who do not do the
reading will be executeu,

2 ; | It is obvious that there are many rules which do not

necessarily apply'across the board —- passives can be conjoined

with actives (cf. (4.125a)), and Particle Movement and Extraposition

may apply in some conjuncts but not in others (cf. (4:125b) and (4.125¢)).
; (4.125) a. John has been captured by the cops and I'm

» . afraid he'll talk.

1\7 b. I heated up the coffee and Sally wiped the

3 table off.

2 B c. That Peter showed up is a miracle and it

f—f ' is doubtful that he'll ever come again.

‘5 4;2.4.2. At present, since I only know of two rules which can
s convincingly be argued to apply across the board, it is perhaps too
i early to look for formal properties of rules which correlate with the
ii(f way the rules apply. Nonetheless, I find it significant that both

* of the across—the-bozard rules operate in such a way as to remove

elements from conjuncts, while rules like Passive, Particle Movement,

i Extraposition, and many others like them which could be cited, mevely

g b S il
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rearrange items witluin a conjunct.
It is evident, even from the imformal description of r

Conjunction Reduction which was given above, that this rule moves

elements out of conjuncts, but it is not evident from the statement

e of Relative Clause Formation which was given-in (4.2) that this rule
G nust also move elements out of conjuncts. Under the normal interpreta- e
<3 tion of the elementary operation of sister-adjunction, which is

e symbolized by ‘'+' in the structural change of (4.2), when one term - 3

is sister-adjoined to a variable and that variable is null for some

particular structure, nothing happens to that structure. That this )
convention is necessary can be seen from the following considerations: ' ;

The rule of Extraposition-sister~adjoins the sentence

R g o AR Y
DN N M
o

to a variable, as can be seen from the formal statement of this !

rule in (4.126). - 8
F?=* (4.126) Extraposition - ... . i;‘"
v X~ [it - 8] ~ ¥ B
NP
- OPT
| 1 2 3 4 = = g
: 1 2 0 443 $
fi

F.{ With the above condition on sister-adjunction, if %
T : (4.126) were to apply to (4.127), no change would be effected:

\ : .

\

S the sentence in apposition to it would stay within its NP.
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(4.17.7) S » |

2
o
=

Y

(\\
fet -
—
| 7ZA
g

¢
S |
Y ..
¥ claimed it S u -
Ny 4 that Bob is a nut -
0% 4 . :
.'o’. =
Al T}\ FRESPRN . * ] -~ ) . 3 "}‘
Thus the aext rule in the oxrdering, It Deletion, 3

’\"22: :" . g .V(
N kS - X :

; could be formulated as shown in (4.128). ¥ |
>4 g i .. -
A (4.128) It Deletion -
0 3 ¢ - [it -8} - X
7 NP
;g OBLIG

o 1 2 3 4 =

1 0 3 4

2 However, if the convention I have suggested were not
. cre _ald . . %
in effect, "vacuous extraposition””~ would be possible, and the , -

embedded sentence could be moved out of its NP and attached some- -

where higher up the tree, as in (4.129) (just where it would attach g
Y is not relevant for my argument, and I have drawn two dotted lines y
Y from the extraposed S in (4.129) to indicate two possibilities). ¥
. P
"o} Yo
'("' gf‘
~ b
< i
: i
) : Y
4
-““.‘f(;-\ 200 ama i e b hie )t biadient i S b e - ——y— TNTN hd M -«l
&
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(4.129)
- | // \\ / \
| e N
I v NP
claimed it that Bob was a nut

But if (4.127) can be converted into (4.129), then
(4.128) will have to be modified as shown in (4.130), for otherwise
this rule would not delete the it in (4.129), and the ungrammatical

(4.131) would result.

(4.130) X - it - S - X

OBLIG
i 2 3 4 ‘ =
1 0 3 4
(4.131) % T claimed it that Bob was a nut.

But there are many sentences which show that (4.130) is
. . . .. 16
far too stxong: it requires the deletion of it~ before any sentence
whatsoever, and it is easy to comstruct sentences where this extra

power leads to wrong results. In (4.132a), for instance, the it.

which 13 the chicet of claim will he deleted, herause ir precedes

Wisde Wis D Wb W “ie

o the clause [and I think so too]s, and the ungrammatical (4.132b)
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) will result.
(4.132) . Althdugh Bob may not be a nut, many people
have "claimed-it [and I think so too]s.
b. * Although Bob may not be a nut, many people

have claimed and I think so too.

To avoid convérting (4.132a) into (4.132b), while still
- | requiring the it in (4.131) to delete, some nethod would have to be

found of indicating that the sentence that Bob was a nut is somehow

“appropriate” as an environment for the deletion of the it of (4.131),

but that this is not the case with respect to the sentence and I think

3 so too in (4.132a). In the absence of independent evidence for such a

1 Ao o o -~

convention of appropriateness, 1t seems moxre desirable to me to ¥¢

Aant
e e U

(3N

the definition of sister-adjunction which gives rise to these difficulties

by allowing "vacuous" extraposition; and to impose the suggested

-3 condition on this operation —- that if a term is sister-adjoined to a

B null variable, no change in the d.c.s. will result.

i Now let us return to the problem of the proper formulation

: of the rule of Relative Clause Formation. Robin Lakoff has pointed

out to me that NP: in the position of the boy in (4.133) cannot be

relativized (cf. (4.134)).

? (4.133) The -boy -and the girl embraced.
” (4.134%) * The boy who and the girl embraced is my

. ' aeighbor.

Liog

=
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The fact that (4.134) is ungrammatical should be accounted for by
the Coordinate Structure Coastraint, but since this constraint
only prevents comstituents from being moved, it must be the case that

the formulation of the rule of Relative Clause Formation which was

N
aN

given in (4.2) is wrong. (&.2) specifies that the identical
shall be sister-adjoined to a variable, and since this variable is

null in the case'of (4.133), by the argument given above, this &P
would not be moved by (4.2), and thus the constraint would not
be in effect.17 But if (4.2) is reformulated as in (4.135), the

identical NP will be moved, whether it is the first comstituent

of the relative clause 0oz not. : .

ive Clause Tormatiom

W - E\?Npatsx - NP - Y]S]NP— Z

7~
K L
o

|
L
W
N,/

%
[
o
ch
B!

1 2 3 4 5 ., 6 —>

1 2 4# [3 0 5] 6
Condition: 2 = 4

The symbol '#' denotes the operation of Chomsky-adjunction, and the
brackets in the structural change indicate that the adjoinea term is
not to be adjoined to térm 3, but rather to the node which dominates
the sequence of terms enclosed in the brackets, in this case, the node

S. Thus (4.135) conv- -ts