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FOREWORD

The writers of these notes (most of whom have had two years' experience
in teaching the course) debated at some length about the best form in which to cast
them. Should we make them very complete in order to be as helpful as possible to
teachers inexperienced in this course (and thus heap up a collection which might
repel by its mass alone)? Or should we cut down drastically, expecting rather to
trigger the memory than to inform it (and thus leave the beginner to flounder)? In
this dilemma, we agreed on a muitiple attack, and we urge that users of the Manual
comment vigorously during their feedback sessions in order to direct us in the
future.

We adopted as a preliminary guide the following plan of organization:

I. Approach: the relationship between the chapter and its neighbors;
its part in the development of the book as a whole.

II. Outline: section headings of the chapter, with just enough comment
to make the pattern visible.

111. Objectives: what your students should understand and what they should
be able to do after studying the chapter.

IV. Development: a fairly detailed synopsis of the chapter, often with
specific suggestions for introducing one concept or another.

V. Answers to homework problems, with complete solutions in all but
the most obvious cases.

'VI. Evaluation: suggested discussion and quiz questions, and usually a
test on the chapter, all with answers.

VII. Resource materials: library references, especially those suitable
for student use; classroom '"resources' for the teacher.

VIII. Depth materials: bibliography for the teacher, background information,
enrichment.

We expected Sections II, III and IV to'be of value during the preparation of lesson
plans. ‘

Not surprisingly, the writers have had to diverge more or less from the
planned outline. More important as far as feedback from teachers to writers is
concerned, they have varied widely in the degrees of completeness of their offer-
ings. In Part A, for example (where the need to explain basic circuits leaves
little chance, in the first part, to develop a '"'story line''), the early chapters are
quite brief. Where appropriate, however, they are supplemented at some length
by background explanations of Boolean algebra and of the structure of logic. In
Part B, Chapters 1 and 2 are extremely detailed. B-3 and B-4 steer a middle
course, with emphasis on a four-stage ''package! for immediate classroom
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reference (Approach, Outline, Objectives, Homework solutions), followed by
additional material to be looked over at his leisure by anyone inclined to do so.

Where experience suggests that they may be helpful, we have provided

master sheets for your convenience in making transparencies for the overhead
projector.

Solutions to homework problems, and suggested quiz or discussion ques-
tions (with their answers), have been printed on yellow stock; the Teacher's
Laboratory Manual is on green, and its sheets are paged consecutively so that it
will be convenient for you to collect them into a single pamphlet at the end of your
copy of the Laboratory Manual itself. Thus both your manuals will be easy to rec-
ognize quickly if they are misplaced. Each page of the Teacher's Manual is im-
printed TM in the lower left corner; the Teacher's Lab Manual is labeled TML.
The students' lab manual is marked simply LM.

L

We have assessed a fair number of films. The order of the list is merely

that in which we happened to view them. See the Introduction to the Film Notes
for more information.

Finally, we repeat our earlier request. Please comment on the format

and the fullness of treatment, either at feedback sessions or by letter to head-
quarters -- or both.

O | Committee on the Teacher's Manual

N. W. Badger

| T. Earnshaw
: J. R. Goldgraben
" R. W. King
A. E. Korn
_ T. Liao
} M. Simpson
f R. A. Went

D. Eisner Student Assistants
R. Nemerson

E. J. Piel

7. 8. Barss]Co-chalrmen

August 1967
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CHAPTER A-1
INTRODUCTION

1. APPROACH

As the title of this chapter indicates, this is an introduction to the course.
It is also an introduction to a way of thinking. Be sure to get the students in-
volved in a discussion of this chapter (see 4).

2. MAJOR IDEAS

A. Language is the key to communication and symbols are basic to lan-
guage.
B. Electronic digital computer is ultimate tool for dealing with symbols.
C. The stored program concept is one of the greatest d1scover1es this

century.
D. The significance of the discovery of the transistor and magnetic core

memory is highly important.
E. The importance of the computer to our society today and the effect of the

computer on the world of tomorrow should be emphasized.
F. The necessity of understandmg computers. in our man-made world is
highly important.

3. OBJECTIVES

To make the student aware of the major concepts listed in (2), especially
C, E, and .

¥

4, DEVELOPMENT

This can best be done by class discussion. In fact, rather lively discussions
can usually be developed concerning E and F . The teacher might want to de-
liberately take the view opposite to that of the students (if for example they all
agree). Another approach is to have the students list some of the engineering
achievements over the last several decades as well as some of the engineering
failures. (The teacher should list these on the board).

An interesting discussion should follow with the teacher pointing out the
particular topics from both lists which will be covered in the course. Inciden-
tally, some of these failures are: Tacoma Narrows Bridge collapse, the Thre=<
sher disaster, the Apollo capsule tragedy.

5. ANSWERS
No questions in this introductory chapter.

6. EVALUATION
None in this chapter.
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7. RESOURCE MATERIALS

= !w.osr?

Adler - The Thinking Machine - Mentor

Fink - Computers and the Human Mind - Science Study Series - Double-
day

Listen to Leaders in Engineering. Chapter by David, E.E. Jr. on

"Computing: An Alliance of Man and Machine. Tupper & Love.

Sluckin - Mind and Machines - Penguin

Thomson - The Foreseeable Future - Cambridge Univ. Press (Chap-
ters E1ght and Nine)

Kinzel - Engineering Civilization and Society - Science, June 9, 1967,
p. 1343, Vol. 156, #3780 (a capsule history of engineering)

8. MATERIALS FOR DEPTH
See 7.




Chapter A-2
LOGICAL THOUGHT AND LOGIC CIRCUITS

L Approach

1. The teacher should attempt to familiarize the student with the basic
ideas of logic, especially pointing out some pitfalls in everyday reasoning situa-
tions. The "AND', "OR' and '"'NOT' relations should be emphasized and explored

in terms of definitions and truth tables. (For additional background in logic, see
VIII).

2. The teacher should emphasize the logic in terms of the basic logic
circuits. The amount of Boolean algebra should be kept minimal. (For a more
extensive explanation of Boolean algebra, refer to VIII).

3. Be sure to emphasize '"make'' and '"break'' contacts and proper symbol -
ism. The river-crossing problem will be interesting to your students. Some may
want to attempt a second solution.

4. The majority and odd parity circuits are highly important. These are
the two essential circuits required to build a binary adder, which is a necessary
component of any computer.

5. In Section 9, the problem involving agent 070, be sure to have the
students .list all possible solutions. (See IV for a development of this. ) '

II. Major Ideas
1. The use of the basic logic connectives "AND'", "OR'" and "NOT".
2. The use of the basic logic circuits for the above.
3. The use of truth tables in establishing the above.
4. The use of "make' and '"break'' contacts in building logic circuits.

5. The ability to build somewhat more complex logic circuits by using
the basic logic circuits as components.

III. Objectives

1. To demonstrate how numbers and logical situations can be represented
by binary elements in circuits.

2. To develop an understanding of contact circuits.

3. To develop an understanding of the use of truth tables in establishing
simple logic situations.
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IV. Development

1. While it is true that an extensive background in logic and Boolean
algebra would be helpful to the student, the teacher must be careful to point out
that only a minimum amount is required for success in this course. If a student
or teacher desires more background than that which is given in the text, see
VIII.

The very simplicity of the basic logic circuits should be emphasized and
demonstrated with the student working with the L. C. B. and verifying this for
himself.,

2. The teacher should arrange to give the students as much time as possible
working with the L. C. B. In fact, the students should probably be working with the
L.C.B. every day. See the laboratory section of this manual for placement of
experiments. In addition tc these, the students should wire the other circuits
explained within the text.

3. The problem involving agent 070 in Section 9 can be approached by
circuits as mentioned in the text. For the two cases (1) agent 070 observes the
garage door closed, (2) agent 070 observes the garage door open, the student should
list the possibilities under the circuit diagram:

43 | <
L . -®
%
b a
Fig. 16(b)

In this first case, the circuit will be closed if the car is in the garage or
if Jones is not at home. In other words, if the car is in the garage it does not™—
matter whether Jones is home or not, the circuit is closed. Therefore, agent 070
cannot tell whether Jones is at home.

] ¢

[] - |
L) | J

‘-—-—Ob ® %
Fig. 16(c)

_ "In the second case, for the circuit to be closed, Jones must be not home

(c is closed) and the car must not be in the garage (a is closed). Notice that this

is the only way for the entire circuit to be closed. Therefore, agent 070 can tell
that Jones is not home and the car is not in the garage.

T™ A-22
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V. Homework problems and answers

Relative difficulty of questions found in Chapter A-2:

EASY MODERATE DIFFICULT
*2. 2 %243 2.1 *2.4 |*2.11 2.14
2.6 2.7 2.5 *2. 8b
2.12 2. 8a 2.9
2.10 *2.13

*Key Problems to be Attempted by all Students

SOLUTIONS:

2-1

components shown below

Ans.:

A door lock is to be operable only when time switch T and
manual switch M are both activated. Draw the circuit from the

O o—4 LOCKp—o
m - +
t m
» “— LOCK
2l
=l
A"Zo 3




2-2 A single house electric bell is to be operated when either the
front or rear door push buttons are operated. Draw the wiring
diagram.

f
Ans, : %

r
—%

2-3 Review the seat ejection problem in Section 2. Complete
the truth table for the circuit in Fig. 4.

Ans. : ~ 1m || CANOPY | __SEAT
CHARGE | EJECTION
0 |O 0 0
0 |1 1 0
1 |]O 1 0
1 |1 1 1
2-4 The figure below shows a circuit which is to be analyzed.
(a) Construct and complete a truth table for the network.
(b) Compare the truth table with that of Problem 1-~4.
[ (c) Which of the following is a correct description of the
F circuit; and; or; odd-parity; even=-parity?
a ]
- +
’_ _f
r b b
% -+
g
|
Ans. : (2) —
8 (1) ? (c) This is an
1 odd -parity
i ? 0 circuit
Part (b) requires no written answer
2-5 Describe one or more situations which might require the

operation of three contacts in series.
Ans,: Control of any device, the activation of which requires a

consensus of three people. Firing of an ICBM by three
D controllers; making a call by dial phone; etc.
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2-6 Describe one or more situations which might require the
operation of three contacts in parallel.

Ans.: Control of door-bell or fire alarm from three positions.

2-7 Construct and complete a truth table for
(a) Fig. 9(a)
(b) Fig. 10(a)
(c) Fig. 10(c) (optional).

Ans.:

o
o

0
1
1

O1Tio]
(a) (b)

o—no—noo:—-n—-ololo‘

-1 o] =i

= = ddolﬂw

(c) The truth table for Fig. 10(c) has 64 lines; the
entries in the table are 1 when, and only when, the
number of 1's in the set of values of a, b, ¢, d, e and
fis odd.

This part is probably more time-consuming than
you will care to demand.

2-8 Define odd-parity as used in contact network analysis. Define
even-parity as used in contact network analysis.

Ans.: An odd-parity contact network is one which is :losed if and
only if an odd number of the associated switches is operated.
(Even-parity is defined in an analogous way.)

2-9 Construct and complete a truth table for the network shown below.

Ans.: Truth table is the same as the one for Prob. 1-7.

™ A-2.5
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2-10 A board of trustees ior the Last National Bank consists of four
voting members. All loans must be approved by at least three
of the board members before it is accepted. The members
wish to vote in secret but wish to know if any three or more
members voted yes. Below you will find a contact network for
this '"at least 3 out of 4'' vote problem.

(2a) What three contacts should be placed in the bottom branch
of this network so that the network is completely specified?

(b) Are any other branches in parallel necessary? If so, why?

(c) Draw two other networks that have fewer contacts and which
will do the same job.

a b ¢
—% H—
S @
- +
L — 2 ﬂL !
? ? ?
¢

Ans.: (a) contacts ''b'", ''c¢'" and "'d".

(b) No
| b
L. a c —¥%-
(c) s B d
| —_— g Yt
; —¥— b d
> ¢ * *
)
b c
- —
onm— -p-b. --E ame—
b c d
% -5 =

2-11 Describe one or more situations where a majority circuit
would be appropriate.

Discussion question.

™ A-2.6
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(a) Complete the truth table for the contact network shown
below.

(b) How many switches must be operated in order to light
only L, ?

(¢) How many switches must be operated in order to light
only L, and L,?

(d) How many swi%ches must be operated in order to light

all three lamps?

(e) Does the order in which the switches are operated
determine which lamps will be lighted?

(f) Can you think of a real-life situation in which this
circuit might be used?

NETWORK
a
—d
-yl (O]
V1R H
b
— *
- +
o= —)
b ¢ ¢ L2
¥
a b c
NN L@3

TRUTH TABLE

abl LJ_ LZlL4
ololo 1o lolo (b) One
oo T 1010 (c) Two
I 1 o (d) Three
o T T 1T 10 (e) No
| | 0 |
T 11

T 1

111 1

(a)

{f) Any counting circuit (up to 3). Any situation
in which the desired outcome is independent of the
sequence of operations, as in the case of the seat
ejection problem.

A-2.7
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2-13 Districts I, II and III combined to form a regional school with
each district having two members on the Board of Education.
Action by the board required a majority vote by district. A
negative vote by one representative of a district acts as a
veto on a positive vote by the other representative, Design
a circuit which will permit secret voting by individuals. Use
a lighted lamp to indicate affirmative action by the board,

Ans, : a b c d
=% — *—
L
.h I-E -ba L
c d e f
——— . -
a b c d
——— —
L
— 3 0
e f
——y=
c d
— W

VI. Quiz and/or Test Questions with Answers

1. Construct a truth table for this circuit.

Ans.: a b Ll
- 0 0 0
g L 0 1 0
' |
- Q
o—¥— _ b —m 1 0 1
qQ
S e 1 1 0

T

p!
C))
o+

c
e >

a) Construct truth table for above circuit.

b) From the truth table write the statement using the connectives
""and'"' and "‘or'' as to which switches must be operated to make
the lamp light.

™ A-2.8




Ans,: a.

A B C L,
O ¢ Oo}fjo
9 0 1Q0
0O 1 0j]0
0O 1 1]1
1 0 oo
1 0 1H1
1 1 01
1 1 1§1

b. The lamp will light if A and B are operated OR
if switches A and C are operated OR
if switches B and C are operated OR
if switches A, B, and C are operated

a b
3, —% :
S @ .
a b
: X

g

a) Ll = | when

b) If contacts a and a were removed from the contact network, what
should happen to L1 ?

c) Give this circuit a name.

Ans, a. A
A

1l and B
Oand B

b. The lamp L, would be lighted
and could not be turned off

c. Two variable odd parity circuit

4, We speak of a switch or relay as being ""cperated' or ''released, ' and
of contacts as being either of the " "or" "
type, respectively.

b Ans.: ""make'' or ""break"

™ A-2.9




5. Of four chemicals A, B, C, and D; if A is mixed with B there will be a
violent explosion. If B is mixed with C or D, poisonous gases are
released. Design a circuit to help you test which combinations of these
chemicals can safely be mixed in pairs. Briefly indicate how this .
circuit would help you. 9

Ans,: Specifications

0 = Chemical is not used

1 = Chemical is to be used

Switch A corresponds to chemical A, B to B, etc.

L. is a warning light which indicates that the proposed
1 combination is dangerous.

® .

- b
o= *—

. _
—_:__T L
e
d
%

6. Draw a diagram to show a majority-vote circuit (which will light a
lamp) for the case where there are four voters.

(%
N 4 v
a el ;'
¥ @ :
c d -0
- ‘H
_
b c d
—% - K

f 7.  Will the following circuit operate to show a majority vote? Explain

briefly.
a ¢
X
S— 3
b b
—

‘Ans.: No: circuit will not supply a path for affirmative votes by A and B.

T™™ A-2.10
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VII. Supplementary Materials

A. Hoernes and Heilweil - Introduction to Boolean Algebra and
Logic Desig_g - McGraw-Hill. :

B. Hollingdale and Tootill - Electric Computers-Pelicon

C. G.E.: You and the Computer - General Electric Co.
{ClassToom quantities available from: Educational
Relations, General Electric Co., Schenectady, N.Y.)

D. Lytel - The ABC of Boolean Algebra - Bobbs-Merrill Co.

VIII. Material for Depth

A. Extension of discussion of formal logic
l. TWO MORE LOGICAL CONNECTIVES

a. "If---then---"

What conclusions can you reach if I tell you "If I smoke cigars then
gorgs can play the cello"? That is, for which of the four possibilities of truth
and falsity of the two components of the statement could you logically conclude that
the statement is true? If I do smoke cigars and gorgs can play the cello you should
believe the statement. Butif I smoke and gorgs cannotf play the cello the state-
ment is false. These conclusions are fairly easy to reach. But what if it is not
true that I smoke cigars? In that case there seems to be no way of deciding ~
whether my statement is true or false. The custom among logicians is to make a
completely arbitrary decision and to rule that the statement "If P then Q" is
logically true unless P is truc and Q is not true. The truth table for the "If----

then----" connective (it is called the conditional connective) is displayed in the
truth table in Fig. 1.

Fig. 1 A truth table for the if---then connective.
P Q "If P then Q"
false false true arbitrarily chosen
false true true to be '"'true'
true false false
true true true

In ordinary conversation we use logical connectives to join ideas which
we think are somehow related. Logicians do this too, but they also join ideas which
seem to bear no causal relationship to each other. This freedom can, on occasion,
as we have seen, produce peculiar and unnatural statements. This is especially
true when we use the "If---then---'" connective. We should keep in mind that a
causal relationship is not necessarily intended between the statement components
so connected. It—i}; quite difficult to imagine any such relationship between "'I smoke
cigars'' and "Gorgs can play the cello".

™™ A-2.11
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When is the statement ''I do not smoke cigars or gorgs can play the
cello' true and when is it false? Recall that statements containing ""or" are false
only when both components are false. Consequently, the statement is false only
when ''I do not smoke cigars' if false (that is, when ''I smoke cigars' is true)
and when ""Gorgs can play the cello'" is false. In our shorthand notation we have
said that the statement '"Not-P or Q" is false only when P is true and Q is false,
and it is true for all other conditions.

The remarkable result, which a clever reader might already have
noticed, is that the conditions for which "If P then Q" and ""Not-P or Q'" are true
or false are the same. The importance of this fact is enormous. ~It means that
one of the statements we use most in logical arguments can be expressed alterna-
tively using only '"'not'" and ""or'. An even more remarkable fact is that '"not" and
""or' can be proved to be sufficient to express all logical statements, however
complex they may be. However, statements using only ''not'" and "or' turn out to
be unnecessarily lengthy and usually quite obscure and difficult to understand.

Customarily, logicians use ""and", '"or'" and ''not' as the fundamental
logical connectives. The convenience of having all three of these available is
illustrated in the next section.

b, '"----if and only if----"

As a final example of a statement about gorgs and my smoking habits
consider "I smoke cigars if and only if gorgs can play the cello'". (The phase "if
and only if'" is called the biconditional connective.) I could just as well have said
"If I smoke cigars then gorgs can play the cello, and if gorgs can play the cello
then I smoke cigars™. These two equivalent statements we shall put into the
simpler forms "P if-and only if Q" and "If P then Q, and if Q then P'". Either one
of these declares that if P is true then Q is true and if P is false then Q is false.
Therefore the statements are true when P and Q have the same truth-value and
are false when they have different values. The truth table in Fig. 2 summarizes
these facts.

Fig. 2 A truth table for the if and only if connective,

P Q "P if and only if Q"
false false true
false true .~ false
true false false
true true true

Another equivalent way of expressing the statement we are studying is
"P and Q, or not-P and not-Q". In expanded form: 'I smoke cigars and gorgs
can play the cello, or I do not smoke cigars and gorgs cannot play the cello'. Still
another form is "P or not-Q, and not-P or Q™. That is, "I smoke cigars or gorgs
cannot play the cello, and I do not smoke cigars or gorgs can play the cello".
This last version is an awkward one which, although equivalent to all the others,
nevertheless sounds quite strange to our ears. It is included in order to

demonstrate that there are always several ways to express a logical statement,




even when we are restricted to using the '"and', ''or" and "'not" connectives. This
flexibility can be important when we are designing the corresponding logic
circuits because it allows us to consider several alternate circuits which will
produce the same logical result. |

2. AN EXAMPLE OF A PROBLEM IN LOGIC

a. Expressing the problem in symbolic form,

Suppose we try to put together a much more complex example, suitable,
say, as a moderately difficult question on an intelligence test.

'""Mr. Jones lives alone in a house which has a garage. Jones fears
car thieves; whenever his car is in the garage the garage door is closed. If
the garage door is closed and the lights are on in the house it is certain that
Jones is at home. If Jones is at home or the lights are off in the house then
the car is always in the garage. All of these habits are well known to his
neighbors, Mr. and Mrs. Nosey, who live next door''. (Mozre about the
Noseys later. )

We shall represent our knowledge of the situation by writing a single
rather complex statement in logic. The following symbols will be used for the
elementary propositions from which this statement is constructed. (Mr. and Mrs.
Nosey will ask questions about only these propositions. )

A: Jones is at home.
B: The car is in the garage.
C: The garage door is closed.
D: The lights are off in the house.
There are only three critical sentences in the problem. Extraneous
ir formation, such as Jones's fear of car thieves, which are not logically inter-

.rvlated to the four propositions, will be ignored. Minor rewording of the sentences
will be made so that we can use the connectives used earlier.

First: "If the car is in the garage then the garage door is closed. "
(If B then C.)

Second: '"If the garage door is closed and the lightsf are not-off in the
house then Jones is at home. " (If C and not-D then A.)

Third: "If Jones is at home or the lights aye off in the house then the
car is in the garage." (If A or D then Bl)

Apparently all of these statements, taken together, are necessary to
describe the relationships among the four elementary propositions. Therefore a
single statement, in which the three parts are connected by '"and's', can be made:

"If B then C, and if C and not-D then A, and if A or D then B." It may
seem almost heartless to reduce the information we have about Jones, his car, his
garage, and the lights in his house to such a stream of symbols. Nevertheless it

T™ ' A-2.13




is just such a process which is necessary to express our problem in a form
acceptable for presentation to a computer.

b. Derivigg the truth table.

The truth table for this statement is another way of showing these data.
Since there are four propositions (A, B, C and D) and since each of these has two
possible truth-values (true or false) the total number of possible combinations™of
these values is 2x 2 x 2 x 2=16. These sixteen combinations are shown in the
table in Fig. 3. In this table we have written "T'" instead of ''"True' and "F"

Fig. 3+ A truth table for the three statements comprising the '"Jones"

problem.
A B C D lst statement 2nd statement 3rd statement
Fr F F F T T T
F FF F T T T F
F FF T F T F T
F FF T T T _T F
F T F F F T T
F T F T F T T
F T T F T F T
F T T T T T T
T F F F T T B2
T F F T T T F -
T F T F T T F
T F T T T T F
T T F F F T T
T T F T F T T
T T T F T T T
T T T T T T B

instead of '"False''. (For the moment you may ignore the three rightmost columns
of the table.)

The first statement was reduced to the symbolic form "If B then C". We
have seen that this statement will be false only if B is true and C is false. Other-
wise, of course, it will be true. In the truth tuole, in the column associated with
the first statement we have therefore put an ""F'" in those rows for which the B-
column has a "T'" and the C-column has an "F" (indgmandent of the values for A
and D). A "T" has been put into each of the other rows.

The second statement, '"'If C and not-D then A', is false only when ''C
and not-D'" is true and A is false. Examining further, we know that ''C and not-D"
is true only when C is true and D is false. It is only for those rows of the truth
table for which A is "F", C is "T" and D is ""F", therefore, that we have put an
"F'" in the column associated with the second statement.

The third staterment, "If A or D then B", is false only when ""A or D" is

true and B is false. Analyzing further, we know that ""A or D" is true when either
A or D (or both) are true. The rows of the truth table into which an "F'' should be
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put for this third statement are those for which either columns A or D (or both)
have a "T'" and column B has an "F'",

Finally, we want to determine what the truth table is for the entire
statement

"If B then C, and if C and not-D then A, and if A or D then B".

We recall that a series of statements connected by '"and's' is true only when all
of its components are true, The truth table for the composite statement is given
in Fig. 4.

Fig. 4 A truth table for the single composite statement

of the ""Jones'' problem.

>
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; A truth table is a way of visualizing all imaginable states of truth or

' falsity of the elementary propositions of a problem. Each of the possible
corrbinations corresponds to just one state in the table. For instance, the state

; in which Jones is at home, and the car is not in the garage, and the garage door

i is not closed, and the lights are off in the house is represented by the tenth row

of the table (the one for which A, B, C and D have the truth-values T, F, F and

? T, respectively). Even though this state is one of the sixteen states we can
imagine before we hear the conditions of the problem, the entry "F'" at the right

of this row tells us that this state is not one which Jones's neighbors, the Noseys,
could ever observe. In fact, for our problem all but four of the sixteen states are
excluded by being inconsistent with the facts we have about Jones. Only these four
are observable.

c. Getting answers from the truth table.

On Tuesday morning Mr. Nosey looks out of his window and sees that
Jones's garage door is open. He tells his wife '""Jones is not home'". Is he correct
in his conclusion? ' '

We have no way of knowing whether or not Mr. Nosey was thinking
logically but we can test his conclusion. In our language he was saying "If the




garage door is not-closed then Jones is not at home'. (How can you prove that
this statement 1s equivalent to "If Jones is home then the garage door is closed"?)
In our shorthand we state "If not-C then not-A''. What Mr. Nosey is really saying
is "For the four observable states shown in the truth table A always has the value
"F'"whenever C has the value "F''. Is he correct? We can tell by examining a
shortened form of the table (see Fig. 5) which lists only the four observable states.

Fig. 5 A listing of the four observable states in the '"Jones"
problem.

~

There is only one observable state for which C has the value "F'" and
for this state it is true (as Mr. Nosey claimed) that A has the value "F'. It is
also true that B and D have the value "F'', Therefore, Mr. Nosey could have
reached an even more detailed conclusion when he saw that Jones's garage
door was not closed. In that case not only is Jones not home, but also the car
is not in the garage and the lights are not off in the house.

By looking at the four observable states listed we should be able to
answer the following quzstion. ''Even though Jones always keeps his car in the
garage when he is at home, is Jones always at home when his car is in the garage?"
That is, for the observable states is ''If B then A'" true? The answer is '""No',
because it is possible that B can have the value ""T" and A can have the value "F',

Another question: "If Jones is at home is the garage door always closed?"
That is, if A is true is C always true (for the observable states)? (Yes.)

And another: '"If the car is in the garage should we expect to find the car
door closed?' That is, is C true whenever B is true? (Yes.)

Before going ‘o bed Tuesday night, Mr. Nosey sees that Jones's garage
doors are closed and comments to his wife '"Jones must be at home'". His wife
replies '"Not necessarily! But I'd agree with you if I could see the lightinhis house!'',
Who is right? (She is.)

3. ANOTHER VARIATION

Suppose the problem had read as follows: Mr. Jones has very definite
habits. Whenever his car is in the garage the garage door is closed, and whenever
his garage door is closed one can be sure that the car is in the garagr. (This is
an "if and only if'' situation.) Also, if Jones is at home, his car is always in the
garage. Agent 070 drives past and notices (1) at one time that the garage door is
open, and (2) at another time that the garage door is closed. What can Agent 070
determine under these two different conditions?
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First we write the complete compound logic-statement describing the
problem: B if and only if C and if A then B; or restating the former we may put
it if B then C and if C then B and if A then B. [It is shorter and simpler with
implication symbols: (B —» C) and (C—eB) and (A —= B)]. Now these state-
ments can be rewritten using only '"and", '"or'" and ''not': (B or C) and (C or B)
and (A or B), from which it 1s easy to derive this switching circuit:

b K 4‘6
| |  § 1 §
[ C— - —
—% —— *—
c b b

Returning to 070 and his two observations: (1) if the garage door is
open (or ¢ closed) the circuit becomes

1o

[ a

L—o o— —%
b

O x

But if the garage door is open (C ¢1pg~d) then the car is not in the garage (b), which
develops the circuit to

b c

4-0

Since_switches B and C are determined, the only way to establish a circuit is to
have a closed. Thus switch A is not operated, and Jones is not home.




(2) If the garage door is closed (c), then

b c

: ‘ ﬁ h 1

xi
b

o

But if the garage door is closed (c), then the car is in the garage (b). Then the
circuit looks like the following. Therefore, one cannot tell whether Jones is home
or not since it doesn't affect the circuit either way.

b c a
}

c b b

This result is hard to accept at first sight. But a rereading of the
conditions shows they do not indicate that Jones and his car must both be home at
once. Indeed, if the episode occurred in a detective story the alert reader might
well ponder briefly and then think that Jones had tried to establish an alibi with
the car-garage bit and had sneaked out the back door, bent on nefarious business.
For our purposes, the important point seems to be that the story and the circuits
demonstrate the usefulness of the logical convention: a statement in the form "if
A, then B'" is regarded as true if B is true, regardless of the truth-value of A.

B. Something on Boolean algebra

There are some relationships which we can express in Boolean algebra
about the contacts on a switch A, which are valid regardless of the state of the
contacts. For example, when we put the contact ''a'' in series with an open path
the result is equivalent to an open path regardless of whether the contact is open
or closed. The equation ''a.0 = 0" is shorthand for this statement.

The following four rules are all valid in Boolean algebra.

a-0=0-a=0 (1)
a-l=1l.a=a : (2)
at0 = 0+a = a (3)
atl = 1+a =1 (4)

The last of these says that ""A closed path in parallel with another path is equivalent
to a closed path, whatever the state of the other path may be.'" One good way of
checking the truth of this statement is to remember that either a=0 or a=1. If a=0
the rule says that "0+l = 140 = 1", which is certainly true. If a = 1 the rule says
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that "'1+1 = 1+1 = 1", which is also true for switch contacts in parallel.
Two other rules which are important are:
ara=a (5)

ata = a (6)

By letting a=0 and by letting a=1 you can check to see that these theorems are
valid. The two diagrams in Fig. 6 illustrate what these rules mean. They show

A A
a a
O —O o-—=_a—0
ond
a a
(- S— O
uo + oll
“a.a"
A

are each '
equivalent to % ° o
. O~

Fig. 6 Demonstration of the theorems "a.a = a'" and "ata = a'.

o

that when two contacts having the same state are placed either in series or in
parallel the resulting circuit is equivalent to a single contact having that state.

Fig. 7 The series (or '"and'") configuration of two contacts. A lamp
controlled by two contacts in series.




Fig. 8 The parallel (or "or'") configuration of two contacts. A lamp
controlled by two contacts in parallel.

1. SOME SIMPLE THEOREMS OF BOOLEAN ALGEBRA

By using contacts controlled by more than one switch it is possible to
get circuits which can be described by more complicated expressions in Boolean
algebra. As a start, notice that the expression which describes the series circuit
in Fig. 7 is "a-b", or simply "ab'". We know that this expression can have the
value "'1" only when both "a'' and ''b" have the value ''1". Whenever either "a'" or
"b" has the value ""0'" the product has the value '"0". The parallel circuit in Fig.
8, on the other hand, is described by "a+b". Whenever either "'a'" or '"b" (or
both) have the value "'1" the sum has the value "'1"". Whenever both ''a'" and ''b"
equal "0'" the sum equals "0'",

The circuit diagrams in Fig. 9 show several contact circuits and the
expressions in Boolean algebra which can be associated with them. (For simplicity
only the contacts themselves have been shown--in a shorthand notation in which
a cross represents a contact.) The first pair of examples is particularly worth
noting.. These are the circuits described by "a(b+c)" and "ab+c". In the first of
these the 'a'' contact is put in series with a parallel circuit consisting of the "'b"
and ''c'"' contacts. In the second circuit the contacts "a'" and ''b'" are put in series
and the resulting series circuit is then put in parallel with ""c¢''. How can we tell
whether to make the parallel connection first and then the series connection--or
whether to make the series connection first and then the parallel connection? In
particular, in the expression '"ab+c", how do we know that the ''b" variable is to
be multiplied first (by "a') rather than added first (to ''c"')?

The rule which tells the answer to questions of this type is that expressions
in Boolean algebra are to be handled in exactly the same way that they are in ordinary
algebra: whenever parentheses are not present, product operations are to take
precedence over summing operations. Parentheses force the operations inside them
to be done belore the ones outside are. As examples, consider '"ab+cd", '"a(b+cd)",
"(ab+c)d" and "a(b+c)d'"'; determine the contact circuit associated with each of them.

One of the purposes of any algebra is to tell us when one expression can
be replaced by another. One of the rules of ordinary algebra is '"a(b+c) = ab+ac"

which shows how to ''expand" a parenthesized expression. Of course we can use this
rule '"backwards''; that is "ab+ac = a(b+c)". In this form it tells us that '"a'" can be

factored from the expression.
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Fig. 9 Some examples of contact networks and the associated
expressions in Boolean-algebra.

By a lucky accident ("'lucky' because the symbols of Boolean algebra do
not mean the same things that they do in ordinary algebra) the factoring rule is also : -
valid in Boolean algebra.

ab+ac = a(b+c) (7)

(This is sometimes called ''the first distributive law'' of Boolean algebra.) The
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proper circuit interpretation of this theorem is given in Fig. 10(a). The two
circuits can be shown to be equivalent by noticing that, in either case, when "a'"

b

a b
% % ‘
is equivalent t0 e— x——g
I e c | c
- *

(a) ab+ac = a(b+c)

Q a a
_ 4“ - _n A
u l_. is equivalent to o_§ L,.
i . b . c . b *c

(b) (a+b)(a+c) = a+be

Fig. 10 The two distributive laws of Boolean algebra.

is open the entire circuit is open, regardless of the states of the other two contacts.
When "a" is closed there is a path through either circuit whenever 'b" or ''c" is
closed.

Another theorem, very much like the preceding one, is
(a+b) (atc) = a+be (8)

This ""'second distributive law'" is like the first one except for the fact that the
operations of multiplication and addition have been interchanged. This theorem
would not be true in ordinary algebra. But in Boolean algebra it notes the equiva-
lence of the two circuits in Fig. 10(b). In each of this pair of circuits the closin

of "a'" guarantees that there is a path through the network regardless of the states

of the other two contacts. When the '"a'" contacts are open there are paths completed
in the circuits only when '"b'" and ''c'" are closed. o

Two more theorems which are very useful in simplifying expressions are
given by

at+ab = a | (9)
a(at+b) = a (10)

These are usually called the "absorption'' theorems. The pairs of circuits which
you should visualize for them are shown in Fig. 11. (Can you give a logical
argument that proves the equivalence of these circuits?)
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(a) ao+ab=a

is equivalent fto 3(0 Y

(b) a(a+b)=a

Fig. 11 The two absorptive laws of Boolean algebra

An example: the majority vote problem.

Three legislators wish to vote on a large number of issues and to have
their votes anonymous. Each one is to control a switch which is labelled '"No'" in
the released position and '"Yés' in the operated position. A lamp indicating that
the majority vote is favorable is to be lighted whenever two or three of the members
vote "Yes''; otherwise the lamp is to be unlighted. One way of stating these require-
ments using the '"and" and '"or'" connectives is '"The lamp is to be on when (and
only when) switches A and B are operated, or when switches A and C are operated,
or when switches B and C are operated.’” (What happens, according to this
descripticn, when all three of the switches are operated? Recall that we are using
the inclusive '"or'.} In Boolean algebra the appropriate expression describing the
desired contact circuit is ""ab+ac+bc'. This circuit is shown in Fig. 12(a). (In
this circuit what happens when all three of the switches are operated?)

There are several other ways to state the requirements of our circuit.
By factoring 'a'" from the first two terms of "ab+ac+be'' we obtain "a(b+c)+be'.
The associated word statement is '"The lamp is to be lighted when A is operated
and B or C is operated, or when B and C are operated." The circuit is given in
Fig. 12(b).

Another, more obscure, but equivalent, form is "The lamp is to be
lighted when A is operated, or B and C are operated; and when B or C is operated. "
The circuit in Fig. 12(c) is a translation of these requirements into physical form.

The expression '"(a+bc) (bt+c)" can be shown to be equivalent to the others
by expanding (''multiplying out'') the two parenthesized terms to get "abt+ac+bcb+bec'.
We know [ from Eq. (5)] that when a pair of identical variables are multiplied
together one of them may be eliminated. The application of this rule gives us

™ A-2.23




""abtac+bctbe''. From Eq. (6) we know that when a pair of identical terms are
] added together one may be eliminated. The application of this rule results in
) ""abt+ac+bc!''.

(How many other ways can you think of to design a majority circuit using
only five contacts?)

b b
Xo —5e-
a c a [ ¢ |
—@9—H—X +—o tT 3¢ ¥——0
b c
D 5 © - L—¢——¢
(@) 9btact+be , (b) a(b+c)+be
" 3P
—¢ | *——o

c

b (]
% 03 3¢
D (¢) (at+bc)(bte)

Fig. 12 Three equivalent majority circuits.

2. COMPLEMENTARY VARIABLES.

Definition of complementary variables.

The complementary nature of ''0" and "1'" can be emphasized by writing
explicity that ""not-0 is equivalent to 1'"-and ''not-1 is equivalent to 0''. The bar
notation used to differentiate between the make and break contacts on a switch is
also used to represent the word ''not".

0=1 (11)
T=0 (12)

We can also use the bar over a variable to specify another variable which aiways
has a value complementary to that of the variable which has no bar.

Whenever a=0, a=1. . (13)
Whenever a=1, a=0. (14)
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The following theorems tell us what happens when we connect two
complementary contacts in series and in parallel.

a.a=a.a=0 (series) (15)
ata=ata=1 (parallel) (16)

(Does the first of these remind you of '"a and not-a is never true' and the second
remind you of ""a or not-a is always true'™ They should.) Theorem (15) tells

us that it is never possible to complete a path through a circuit with a pair of
complementary contacts in series. Theorem (16) tells us that whenever a

pair of complementary contacts are connected in parallel it is always possible to
complete a path throuygh the resulting circuit. The reader should practice using
these theorems by writing an algebraic expression for each of the circuits in
Fig. 13 and then simplifying each expression as much as is possible.

(Question: What would be meant by (a) ? What is it equivalent to?)

s s S
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s
.- :s ,4(34 ;§
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—¢ *—o 13 ¢S
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Fig. 13 Circuits with contacts all controlled by the same switch.
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Theorems using complementary variables.

There are many other theorems in Boolean algebra. Some of the most
important of these are given below.

atab = atb (17)
a(a+b) = ab (18) :
abtac = (atc) (at+b) (19)
(at+b) (atc) = actab (20)
abtact+bc = abtac (21)
(at+b) (atc) (b+c) = (a+b) (atc) (22)

The most certain (and often the most tedious) way of proving whether
or not any theorem is valid or not is to list what the theorem says for each possible
combination of values of the variables. As an example of this technique we shall
verify that Theorem (21) is true. We do this by examining the theorem for all
eight combinations of values of '"a'", "b'" and 'c'".

(a:bta-ctb-.c = a-bta- c)

a=0,b=0, c=0: 0:0+1-0+0°0=0°0+1-0
0 0 1l: 0°0+1°140°1 = 0°0+1° 1
0 1 0: 0141 0+1°0=0° 1410
0 1 1l: 0°141° 1411 = 0°1+1-1
1 0 0: 1:0+0°0+0°0 = 1° 0+0°0
1 0 1l: 1:0+40°140°1 = 1° 0+0°1
1 1 0: 1°140°0+1°0=1-140°0
1 1 1l: 1°140°1+41°1 = 1°140°1

Notice that all of the theorems of this section (for exampie, (17) and
(18) and many of the earlier ones can be arranged in pairs. If we replace '-'
by '"+'" and '"+" by '"'." everywhere in the first theorem we get the second theorem
. of a pair. The relationship of the members of a pair is called duality. For any
valid theorem it is always possible to interchange the two operations and obtain
an equally valid dual theorem.

How to take the coleement of an exPression.

Just as it is possible to have a complemented variable with a value
opposite to that of the uncomplemented variable, so also is it possible, for any
expression, to derive an expression complementary to it. The expressions of
such a pair have, for each possible combination of values of their variables,
complementary values. The rules for complementing product expressions and
sum expressions are illustrated by

(a.b.c) = atbic (23)
(atb¥c) = a.b.c (24)
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The reader should verify both of these theorems by noting that they are true for
all eight combinations of values of ithe variables. ,

More complicated expressions may have several "." and '"+'" operations
and several variables (both complemented and uncomplemented). The general
rules for converting an expression to the complementary expression are:

(i) Interchange the operations ".' and "+", and _
(ii) For each variable, x, interchange the variables x and x.

For example, the complement of ""a(btc)+ab" is '"(atbc) (a+b)'". The complement
of "(atbt+c) {de+f)" is "abc+(d+e)f™.

The usefulness of being able to recognize the complement of an entire
expression is that then the theorems can be applied to a far wider set of situations.
This is true because a theorem which is true when its variables represent
individual contacts is also true when several or all of these variables are replaced
by more complex expressions which represent networks of contacts. For example,
Theorem (16) ("at+a=1") tells us that "a(b+c)+ab + (atbc) (a+b) = 1'".

The representation in Boolean algebra of a problem in logic

A good example of the use of the theorems we have listed is in simplifying
the statement by which we described the conditions of the '"Jones' problem in page
A-2.13. In symbolic form that statement was

"If B then C, and if C and not-D then A, and if A or D then B." We recall
(page A-2.12) that "If P then Q" is equivalent to "Not-PE Q'". We cin make
this substitution in the three places possible in the statement.

(i) "I B then C" becomes "Not-B or C"
(ii) ™ C and not-D then A'' becomes '"Not-(C and not-D) or A"

(iii) "I A or D then B becomes "Not-(A or D) or B"

In the form of expressions in Boolean algebra these become

(i) B+C
(ii) (cH) + A or, equivalently, C+ D+ A
(iii) A+ D) + B or, equivalently, AD+ B

The overall statement of the '"Jones' problem included all three components
joined by the logical connective '"and'. Recall that ""and' corresponds to ".". There-
fore the Boolean expression associated with the composite statement of the problem
is

(B+C)(C+D+A)(AD + B)

We shall see that this can be greatly simplified. First, "multiply out" the last
two parenthesized terms. This gives

B+C)(CAD+TB+DAD+DB+AAD+ AB)
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The two underlined terms are always equal to zero (why?) and can be eliminated.
If we multiply out again the result is

(BCAD+BCB+BDB+BAB+CCAD+CCB+CDB+C AB)

Again the underlined terms can be eliminated. The result can be rewritten as
ABCD+BC(A+D)

This expression tells us which combinations of values of the variables
are allowable, just as the original sequence of three logical statements did.

An interesting application of Boolean algebra may be seen in the circuit
of Fig. 11, p. A-13 of the TML. Here the origin of the problem is a somewhat
unusual cubic equation, which gives positive integral values of y (all less than 63)
for integral values of x between 0 and 7. The desired truth table can then be
worked out by evaluating y for each value of x. Next each column of the truth
table is written as a Boolean expression and simplified, and the circuit emerges.
It will observed that any integral value of the constant term between 15 and 42
could be used in the same way as 19; the truth table in each case would be
different, but could readily be reduced to a more or less complicated network.




Chapter A-3
BINARY NUMBERS AND LOGIC CIRCUITS

1. Approach

This chapter is primarily a discussion of the binary number system, its
relation to the decimal system and more importantly its application to elementary
logic circuits, The teacher should give the student facility in converting back and
forth between the two systems. (For many students, this will take them back to
their junior high school mathematics - where they may have had a ''modern math"

program, )

L. The teacher should also teach binary addition (subtraction optional -- since
it is not needed) and show the relationship between truth tables and the binary
digits using elementary logic circuits, (The use of + and + for AND and OR is
optional),

The material in the chapter continues with a discussion of a relay and by
combining a majority circuit and an odd-parity circuit, the design of a binary

adder. As mentioned in A-2, the teacher should have the students spend as much
time as possible with the L, C. B, in class.

II, Major Ideas

A, The binary number system.,

The relationship of the binary number system to the decimal system,

The method of converting from decimal to binary and vice-versa.

The development and use of the '‘tree'' circuit.

MY oW

The development and use of the circuit which compares the absolute
values of two integers.

3

Elementary arithmetic in the binary system.

o

Explanation and use of relays.

&

The use of relays in designing the binary adder,.

=

The combining of the '"majority' circuit and the "odd-parity'' circuit
in building the binary adder.

III, Objectives

A. To have the student be able to convert from decimal to binary (and
vice-versa) and be able to add in binary.

B. To have the student be able to build a '‘tree' éircuit, a circuit which
compares absolute values of two integers, the '"odd-parity' circuit,
the ""majority circuit' and finally the circuit required for the binary
adder.
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C. To give the student a knowledge of the uses of relays in contact
networks,

IV. Development

In the beginning of the chapter, the teacher can include within the explana-
tion of the binary number system itself, the relationship of the binary system with
the decimal system, the method of converting from decimal to binary (and vicee
versa), and simple binary addition. This can be thought of as a binary arithmetic
'""package'' and the teacher should try to teach it as a whole rather than as sub-
topics.

A simple but very effective algorithm for the procedure explained at the
end of Section 2 is as follows:

To convert the decimal number 117 to binary, perform successive divisions
by 2, listing the remainder at the right.

21117 Remainder
58 1
29 0
14 1
0
1
11 1
P

When the last quotient is zero, read the remainder column up from the bottom.,
This is the number in binary — 1110101. :

This algorithm can be done very quickly and is not really a "'gimmick"
approach but rather represents an effective teaching device in terms of the theory
of converting from decimal to binary.

The teacher should be sure the students understand the operation of a relay
and the idea that it can be used as a device for having one contact network control
another contact network. A simple problem to set would be to design a system to
use in a subway car, where a local battery is connected to two or taree lights when-
ever the main power goes off and the regular lights go out.

After a discussion of the binary number system and relays, as much class

time as possible should be spent by the teacher and students in wiring on the L. C. B.
the circuits listed in the chapter.
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v. Homework Problems and Answers

Relative difficulty of questions found in Chapter A-3:

3-3

3-4

3-5

™™

EASY MODERATE DIFFICULT

%], *2 *3, 5 6, 7
*4, 12 *8, *9 15
13 10, 14

*Key Problems to be Attempted by all Students

Convert the following binary numbers to decimal form.

1] =3 10000 — 16
10] =—5 110010 —==50
110 = 6 11010 —» 26
1011 =—a=11 1100100 =+ 100
1010 =—=10 1111101000 ——=1000

Convert the following decimal numbers to binary form.

] ————] 15 = 1111
8§ = 1000 16 = 10000
4 —————up=100 3] ——e11111
2 =10 32 == 100000
9 1001 27 =——=e=11011

Convert the following decimal numbers to binary form. Use
the technique illustrated in Section 2.

73 = 1001001 527 =———1000001111
119 ——+ 1110111 512 =—» 1000000000
237 —11101101 256 ———»100000000

Add the following pairs of numbers. Perform the addition in
binary arithmetic, and express the answer in binary form.

100+ 11 = 111
101+ 11 = 1000
1000 + 1000 = 10000

Perform the following binary addition. Check your work by
converting the numbers to decimal form.

1010 + 110010
1011 + 11010

111100
100101

A-3.3




!

3-6 Perform the following binary subtraction. Check your work
as in Problem 3-5 above.

100 - 11 =01
1010 - 101 =101
0

110011 - 1101 11¢01

3-7 Perform the following subtractions, and check your work.

1100100 - 11010 = 1001010
11010 - 110100 = -11010

3-8 Refer to Section 5 and Fig. 4.
(a) What is the meaning of the subscripts on the switch letters
in Fig. 4°?
(b) For the following pairs of numbers, which lamp will
E light? Why?

(1) A =1010
B =111
(2) A =1010
B =1100
(3) A=1010
B =1010
Ans: (a) The subscripts indicate the weight associated with the

corresponding digit of the indicated binary number. For
instance, b,, has a value corresponding to the digit of
weight 4 in "the binary number B.

N

(b)
a8 a, az a, b8 b4 b2 bl Ll L2 L3
i
1 0 1 0O O 1 1 1 1 0 0
1 0 1 0 1 1 0 0 0 0 1
1 0 1 0 1 0 1 0 0 1 0

3.9 Explain the function of
(a) the first left-hand section of the binary adder in Fig.10;
(b) the first right-hand section of Fig.10.

Ans: (a) It is an '""And" circuit which generates the digit C2
carried to the second adder stage.
(b) It is an "'odd parity''circuit which generates the sum
digit Sl for the first adder stage.
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3-10

Ans:

3=-11
Ans:

3-12

Ans:

3-13

Construct and complete [for Fig. 10} a truth table for
(a) the left-hand section of the first stage;
(b) the right-hand section of the first stage.

n

- O = O}l T

- © © oJNO

- - O O]p
o = = O

Name one application of a tree circuit.

As a circuit which connects a common terminal
to one of 2P other terminals under the control
of an n-place binary number.

(This is a good place to point out

to your class that a tree circuit

can be used for coding or addressing
in a computer).

Study Fig. 1. Can you find a closed path between lamps
6 and 8 for any state of the switches? Between any other pair

of lamps?

No. There are no paths between any pairs of
terminals for any state of the switches.

(Question should be discussed
briefly in class).

(2) Complete the truth table for the two networks shown below.
(b) For each determine a simplified network which has the same
truth table.

b
. ¥ a b
&1 N
Tb ¢
: -3 45 45 —3
? c o— . — X ;
¥ )

NETWORK SC NETWORK OC
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Ans: (a) a b c SC oC
0 0 0 1 0
0 0 1 1 0
0 1 0 1 0
0 1 1 1 0
1 0 0 1 0
1 0 1 1 0
1 . 1 0 1 0
1 1 1 f1 o0
a
(b) ¥ ~
- + - a 9 +
O ——C) o= - 1 —
a- !
[ 1
¥
SC oC
]
L 3-14 A general rule is illustrated in the six networks shown below.

Find the rule by completing the truth tables and use it to get a
- network for column Z of the last truth table. (Hint: Your rule
will need the words ''series'', ''parallel'' and ''not".

In statement of problem, place a period after Z and
delete the words ''of the last truth table''.

Ans. :
a b S T
q 0 0 0 1
5 | 0 1 0 1
"t 1 o [ ° 1 ofl1 o
- 1 1 0 1
NETWORK S NETWORK T
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3-15 Derive a truth table for each of the two networks shown
below. For each determine a less complicated network
which has the same truth table.

a ¢ q b
X ¥ —
<+ - + - +
ﬁ - 07 ) O= - a - . ——
b b [ b C
+ —% - ——
'
1]
NETWORK NO. 1 NETWORK NO. 2
Ans.: a b ¢ No. 1 No. 2
0 0 O 1 0
0 0 1 1 0
0 1 o 0 1
0 1 1 0 1 |
1 0 o 1 0 5
1 o0 1 1 0
1 1 o0 0 1
1 1 1 1 0
NO. 1I: : NO. 2: +
b
PEEEe——— +‘ P
a ¢ ¢
R A ——

™
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VL Quiz and test questions with answers for Chapter A-3,

TEST FOR CHAPTER A-3

l. a) Express 12710 in binary notation.

12710 =

o™

b) Express 10110102 in decimal form.

lOllOlOZ= 10.

Ans, @

l. a, 111111
b. 90

2. Perform the following binary operations:

a) Add: 110110 + 101101 =

b) Subtract: 101101 - 10111 =

Ans, ¢
2. a. 1100011
b. 10110
3. With six lamps on the L. C. B. what is the largest number that can be
represented?
Ans, :
63




4 b 2 B
- ' g@ 3
' . EQ:a
—3¢ -
- ft@ta
_ -
b 314’4
. ' 5645
o— -
b ?QJG

Pf

a) If switch A is operated, switch B is operated and C is not operated,
what light will be turned on?

b) What binz:ry number does this represent?

c) If I want to represent the binary number 101, which switches must
be operated and which not operated?

d) How many contacts are present in the above tree circuit?
e) If I have K controlling switches, what would be the general state-
ment as to the total number of contacts needed to operate the

circuit?

Ans. :
a. #6
b. 110
c. A=1:B=0;C=1
' d. 14

3. No. of contacts = Z[Zk-l] or
its equivalent
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6.

Situation: e J

Consider the following circuit:

{ 1]
= 5
-

Relay R is unoperated and A = 0, then A is set equal to one.

a.

Discuss the sequence of events after A goes to the ! (one) state.

Later A goes to the 0 (zero) state. Discuss the sequence of events
now

What is the purpose of the circuit?

Ans, H

The relay is energized causing the contact ''r'" to close - thus
locking the circuit in the '"on'' position.

There is no change in the state of the relay even though

tr 1

contacts 'a are open.

This is known as a "holding'' circuit. It is a memory circuit.

Construct a truth table for this circuit.

e

P v

e
v;c‘

Ans,

— -0 O
_—o - O
Qo - O O




7. I we wish to design a circuit which will count to 15, how many stages
will be necessary in the counter circuit?

Answer: 2M _ equals 15,
M equals 4.

8. A circuit called a counter furnishes as its output a set of
representing a number.

Answer: Binary digits

9. Which of the following constitutes a feedback circuit?

Answer: (a)
10:  How many relars are there in each stage of a shift register?

Answer: two,.

11,

w1 M

(a) In the above circuit, what occurs to the relay "Q" if Switch "A"
is operated and left in the operable position?

(b) What is this a good example of?

(c) Does it represent stibility or instability?

Answers: (a) Relay will energize, then de-energize in rapid
sequence, i.e., buzz.
() Feedback
(c} Instability

™™ A3, 12




12, Write the decimal number 492 in binary-coded decimal form., (Use four
bits per binary equivalent, )

Ans,: 0100 1001 0010

13. Suppose that Principal Palmer decided to assign a binary code number
to each of the 800 students at his school., How many bits would be needed
in each code number?

Ans.: 800< 2N N =10

14, Is the circuit shown below stable or unstable ?

X~
il
:

4

8
é

o
o
4~ 0l
X
o
+

%
P
Ans, : Unstable

VIL Supplementary Materials

. Lytel, The ABC of Boolean Algebra, Bobbs-Merrill Co,

, The ABC of Computers, Bobbs-Merrill Co.

. Gillie, Binary Arithmetic and Boolean Algebra, McGraw-Hill

O o w »

. Kemeny, Snell and Thompson, Introduction to Finite Mathematics,
Prentice-Hall. e
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VII. Materials for Depth

A,

A discussion of fractional numbers in binary.

In this text we will represent only integers in the computer which is
developed conceptually in Chapter A5,
The reader should realize, however, that fractional numbers can be represented
in the binary number system just as they can be in the decimal system. A
""binary point'' is used in a manner quite similar to t%.e way we use the familiar
'"decimal point", In the decimal system digits to the right of the point have weights

TS 15 dc

is is done for purposes of simplicity.

which are negative powers of 10, For example,

103 = 1000
102 = 100
10! - 10
100 = 1
10! =  1/10
102 = 1/100
102 = 1/1000
104 = 1/10000
In the binar
powers of 2, For example,
2.’.3 = 8
22 - 4
2! = 2
2% -
2<1 =
2% - 1/4
273 - 1/8
2"t =116

™™

system digits to the right of the point have weights which are negative

which equals
which equals
which equals
which equals
which equals
which equals
which equals

which equals

1000. 0000
100, 0000
10. 0000
1. 0000
0. 1000
0.0100
0. 0010
0. 0001

(base-10)
(base-10)
(base-10)
(base-10)
(base-10)
(base-10)
(base-10)
(base-10)

which equals
which equals
which equals
which equals
which equals
which equals
which {équals

which equals

n

A-3,14
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1000. 0000
100, 0000
10. 0000
1. 0000
0.1000
0.0100

0. 0010

0. 0001

(base-2)
(base-2)
(base-2)
(base-2)
(base-2)
(bige-Z)
(base-2)
(base-2)




B. Subtraction of binary numbers

Binary numbers can be subtracted as well as added. The logic of subtrac-
tion is similar to the logic of addition. As in the case of addition, we consider
two positive numbers where the smaller number is to be subtracted from the lar-
ger. In the usual method of subtraction (with decimal numbers) the smaller num-
ber is placed beneath the larger so that the units digits, tens digits etc. of each
number are in the same column, and then the lower is subtracted from the upper
digit, starting with the units column, moving towards the tens, hundreds, etc.
column,

As long as the lower digit (the subtrahend) is smaller than or equal to the
upper digit (the minuend), no problem arises. But when the digit in the subtra-
hend is larger than its corresponding digit in the minuend a special process called
""borrowing'' must be used to determine the digit which represents the difference
-digit. In this process we borrow a '"1" from the minuend digit immediately to the
left and add a ''10" to the minuend digit which was initially too small; the overall
value of the minuend is not changed by this '"borrowing' process since shifting
a digit of a decimal number to the right or the left by one position is equivalent to
multiplying that digit by 10 or dividing it by 10. Borrowing "'1" from any digit in
a column and adding ''10" to the digit in the column immediately to the right thus

makes no overall change in the value of the minuend. 515
_gg is the same as 2 .?
- 38

In the binary system of numbers the normal procedure can be used where
the subtrahend digit is equal to or smaller than the minuend digit. In the binary
system, however, a shift of one column for a borrowed ''1" represents a multi-
plication or division of the borrowed digit by "'2" rather than by the ""10" of the
decimal system. Thus a borrow of a ''1" from any digit in a column in a binary
number must be cancelled by the addition of a ""binary 10" (which is equivalent to
a decimal 2) to the digit in the next column to the right. In all uther respects the
process of subtraction is the same for binary as for decimal systems.

As an example of binary subtraction let us find the difference when the bi-
nary 1010 is subtracted from the binary 10011,

010
10011 = ‘ [)011 = 19 in decimal notation
-1010 -10
77001 =220 9

0 1001
In the above problem, it becomes necessary to ""borrow' a '""binary 1" from

the leftmost column in order to permit a subtraction in the adjacent column. When
the ""borrowed" digit is transferred to the adjacent column it is transferred as a
doubled value of ''1" and represented in binary terms as ''10". The difference

- between binary ''10" and binary '"1" is equal to binary ''1",

The logic of binary subtraction is summarized in Fig. 7. The above ex-
planation should aid the reader in understanding these tables and the example.
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weights:

borrow digits, B:

first number, X:

second number, Y:

difference, D:

Arithmetic result
of subtracting the

(2) An example which illustrates the rules.

64 __32 __16 __8__ 4 __2 _1_
1 1 0 1 1 1 (0)
1 0 0 1 0 1 0 (=174)
0 0 1 0 1 1 1 (= 23)
0 1 1 0 0 1 1 (= 51)

digits Y and B borrow difference borrow | difference
from the digit of X digit digit b x v || digit digit
minus two 1 0 o 0 O 0 0
minus one 1 1 0 0 1 1 1
zero 0 0 o 1 O 0 1
one 0 1 0 1 1 0 0
(b) Rules for determining the 10 0 . .
borrow and difference digits. 1 0 1 1 0
1 1 0 0 0
1 1 1 1 1

(c) Table of combinations

Fig. 7 Subtraction of two binary numbers

for the borrow and dif-
ference digits.
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Chapter A_4
LOGIC CIRCUITS WITH MEMORY |

I. Approach

This chapter is a continuation of the study of circuits, introduced in the two
previous chapters. The difference, of course, is that the circiits in this chapter
exhibit "memory.'" While there are very few labs per se, the entire chapter
should be taught from a lab point of view. That is, each lesson from the text
should be demonstrated by the use of the L. C. B. This demonstration can also
serve as a lab exercise for the student. The student, then, should build the
circuit himself on the L. C.B. - ' -

The ‘class, therefore, should have outlets available every day for work on
the L.C.B. In general, about half of éach day's class period should be work on
the board explaining the circuits and the other half of the period building the cir=-
cuits,

II. Major ldeas

A. Memory can occur in many simple situations, One of these is when a
relay is controlled by one of its own contacts, i

B, Circuits may have states which can be changed.

C. The following nomenclature is important and should be strictly adhered ,
tos ‘ | 'f'

state of a relay ~ operated or released

relay make contacts = closed or open

relay breaker contacts = open or closed

state of relay winding - energized or de-energized

D. The use of feedback in a memory circuit, (Also the fact that it can lead
to instabilities))

E. The ability to store, address and retrieve binary digits by the use of
memory circuits,

F. The ability to count, shift and sequence a number of events in a particu-

III. Objectives

A. To demonstrate how circuits containing logic elements (such as contacts
controlled by relays) can '"remember'' something which happened to them in the

past.

B. To demonstrate that we can use a relay as a memory umt which controls
itself (feedback).

C. To develop an understanding of how memory elements can be used in
logic circuits,

™ ’ A=-4,1




D. To develop an understanding of the state (stable or unstable) of a cir=
cuit and the application of this idea to the above objectives.

E. To develop an understanding of an addressable memory, counting cir=
cuit, and shift register,

IV. Development

As mentioned in I, this chapter is highly lab oriented. It is suggested that
the teacher explain and discuss each circuit on the board at the beginning of the
period and then have the students build the circuits on the L.C.B. for the rest of
the period. Be sure, therefore, to have outlets available for daily use of the
L.C. B. in class,

. i e 0 o s 07 g P b .

, By now, your students should be able to take a contact network circuit and

k wire it up on the L, C. B, without a formal running list, analyze the circuit and
discuss its general function., Each circuit discussed in the chapter should be
built by every student (or small group of students),

A good teaching technique is to have your students from time to time exe
plain a new circuit to the class, They like this kind of involvement and it makes |
for an interesting teaching=learning situation, g

Be sure to encourage experimentation with the L. C. B. and "'original' cir= |
cuit design by the students, In fact, a good idea is to keep a file of all circuits of
this type for future use in the course.

V. Homework problems with answers

Relative difficulty of questions found in Chapter A=4:

MODERATE DIFFICULT

*Key Problem to be Attempted by All Students

4-1 In the two circuits below, discuss what happens when, starting with
the condition that relay P is released, the switch A is operated. What
happens when, starting with condition that P is operated, A is released?

P !

B
(a) & — 3

a
) maman] ) |
- ;8 , + : '
T v'TW\'-’ |
15 » .t ;
' l
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(8)

(a)

™

4-2

J
o
]
[ ’
+

Ans.;

(a) When switch A is operated, contact a is made, relay coil receives
current, magnetic field builds up, and armature is moved over so that
the make-contact p is closed. This time delay, usually about !
millisecond, is known as the relay travel-time. When a goes to the
unoperated state, the p make-contact maintains a constant current
through coil of relay P. This p-contact is known as a holding -contact.

(b) Relay is initially shorted by p, and will remain unoperated,
independent of operation of a.

. Analyze the operation of the following two circuits: that is, describe

‘'step-by-step, starting with all switches and the relay unoperated,
what happens when
(a) switch A is operated and then switch B is operated;

(b) switch B is operated and then switch A is operated.
N o

Ans.:

(a) When switch A is operated, relay P is energized since switch B

is unoperated and contact b is closed; contact p is made and the relay
remains energized through contact p independent of future states of
switch A. If switch B is now operated, its break contact b is opened
and the relay will go to the unoperated state.

(b) Circuit (b) is identical with (a) except that instead of opening the
circuit to P by operating switch B, this time P is shorted by the
operation of B. :

. In each of the three circuits below analyze what happens, starting with

both switches and the relay unoperated, when
(a) switch A is operated and then released, then switch B is >perated

and then released;
(b) switch B is operated and then released, then switch A is

operated and then released.

A"o 3




4-4

(a)

4~5

4-6

Ans. to part (a):

Circuit (a): Operate A and release it, nothing happens; operate B and

P operates, closing p, but when B is released, P goes to the unoperated
state,

Circuit (b): Relay P is dependent only on the state of

switch B,
Circuit (c): Operate A, which opens the short-circuit, and P operates;

release A, P remains unchanged; operate B, P releases;
reiecase B, original state is restored.

Ans, to part (b):

Circuit (a): Operate B, relay closes; open B, relay releases; if A is
now operated and released, nothing happens. | |
Circuit (b): When B is operated and then released, P is operated and
then released; when A is operated and then released, P is unoperated
and remains so.

Circuit (c): Circuit is initially shorted, therefore operating B has no
effect; but when A is operated and then released, relay P is operated
and remains so, because the short is removed,

Explain the operation of the two circuits below.

Ans.$

(a) Unstable, relay chatters on and off (with a period less than twice
the travel time of the armature,)

(b) Equivalent to (a) but period now equals twice the armature's travel
time., These circuits illustrate feedback,

In the circuit below, switch A has been released for a long time, and
then it is operated. What are the possible resulting states of opera-
tion of the relay P? Explain.

¢

Ans.?

Initially unstable, relay is chattering. 1f when A is operated, the
make contact p is closed, the relay remains operated; but if make
contact p is open (and therefore p ie closed), the relay remains
unoperated. .

A bimetallic strip controls a contact, t, so that when the temperature
is high the contact is open and when the temperature is low the
contact is closed. The contact is placed in series with a resistor, R,
the heat from which can raise the temperature of the bimetallic strip.
Explain what happens when the circuit is in operation over an extended
pa;tod of time. Would you call this a stable or an unstable circuit?
Why?

A“‘. 4




Stable as long as ambient temperature remains sufficiently high;
but if temperature drops enough for contact to close, heater is
activated, contact reopens in due course, and cycle repeats; circuit
is unstable in this condition.

4-7 Two bimetallic strips control two contacts t, and t, (when the
temperature at a strip is high the contact is open; “when the tempera-
ture is low the contact is closed). The resistar R, is placed next to
contact t, so that when current flows in R, the temperature at t, is
raised. How would you expect the circuit to behave over an extended
period of time? Would you call this circuit stable or unstable?
Discuss. L t

¥

This circuit represents the thermostats and the heating elements of a
double electric blanket with the wiring inadvertently wit‘che«d so that the
thermostat on His side controls the temperature on Her side and vice
versa, Thus, if She is cold, She adjusts the thermostat on Her side which
causes an increase in temperature on His side, He, in turn, becomes
warmer and therefore turns down his temperature control which results in
less heat on Her side and She in turn becomes colder,

This will yield a stable situation for the heater on one sid i1l be Ne
tinuously while the other will remain off, °weew " o con

4-8 Discuss what conditions are necessary to turn the lamp L on and oif

in the following two circuits.

) b
=< ] e

(a)

Ans.?

(a) L goes on if A and B are operated; it remains on if either AorB
but not both is now released. L goes ,.?ﬁ again when both A and B are
released,

(b) L is initially on if A and B and C are initially unoperated; L will
go off if and only if all three switches are operated.

4-9 The following circuit is used to determine which of two contestanis in

a T.V. quiz show operates his switch first. Discuss the operation of

A“. 5




this circuit assuming that switch C is released. What is the probable
purpose of switch C?

4-9 Ans,:

Lamp L_ goes on if and only if switch A is operated before switch B.
In this clse, lamp cannot be lighted., Vice versa for switch B
firet. Switch C is to reset the circuit to its initial state.

4-10 Discuss how to operate the switches A and B to turn the lamp L on
and off in the circuit below. If the relay and switches are initially

unoperated what is the shortest sequence of operations which will
turn the lamp on?

Ans.?

Operate B (P closes); operate A (P hclds); release B (lamp on). To
turn lamp off, release A or operate B.

4-11 (a) Describe the shortest sequence of operations of switch A which
will cause the lamp L to be turned on. Assume that all switches and
relays are initially unoperated.

(b) How can the lamp be turned off again?




Aﬁ!-a $

Opefate A (Q closes); fzlease A (@ holds; P closes ahd holds);
operate A () Feleases), light goes on. Release A aid light goes ofi.

4-12 Refer to Fig, 6(b) of the text. Recall that O's and 1's can be
stofed by operating and releasing switclies A and B, and that the states
of epefation of C aid D determine the addFess at which data afe stored
of sensed: Fof all pasts of this probiein assuine that all switches and
relays are initially uneperated. , . ,
(2) What and whese is infoFiaation stofed when the switches D and A
afe %@ﬂfi‘b_&d (it that ofdef) aiid switch A is Feieased? o
(B) What and whese is infoFination stored Wheh € is o Fated; A is
gl?efated afifl released; and B is operated and Felease (ifi that order)?
Vhat seguence of operatioiis is fiecessaiy to
(€) stofe a | in the Felay §?
(d) stefe a 0 in the relay R?

Ans,

{a) Qis in the state "i'i, | o

-. has gone to the state ''i' gnd theh to state "'0"; which is stored:
(e) Opersie € and D and then eperate and rFelease A. ,

(d) Opefate C, then opefate and Feisase B (this ensiufes that if B
Brevisusly had stored a ''i' it weuld Row Be efased).

413 Describe the sequence of epefations that are necessasy to tith on the
light in the feliowing eifeuit: Give the Feason [dF each opefation:

) iQi s & 5%

]
<
(. -2
1l

(@

lal Ak
AR

Operate B (Qeloses and hoidi); opefate A (P closes snd holds);
release B (O reieases and L g6ei o).

414 The switelies in the fellowing eiFeuit aFe opefated in the followihg
Begli enee;

i J2|d[4]8]8[F]ssss]08
dilejo|iji|o|jafjilssss]pls
Bijafilifa|e]i]|ilasss]a]i

Deseribe how the relays P and @ cperate and re Exde; and How the

§ P
nsmber of times they eperate relates to the RURBEF 6f opefitions of
switéhes A and B.
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Ans.:

Step | 23456780910 11 12 13 14

a 00!l 1l1ool1o o t 1 o o

b 011001 00 1 1 0 0 1|

P 000000111 1t 1 i o0 o

Q oo0oo0111111! 0 0 o0 0 O

{Nate: §3i; is a difficult problem which is best suited for the eager
and intelligent stadenit. Use of the LCB to check the analysis would
be a gocd 1déi).

4-15 Desctibe, step-by-step, ‘what happens in the following circuit when
switch A is dltefrately operited and released.

Afis. s

Step 0 ! 2 3 456 7 8
a 010101010
P o0o0001! 1110
Q 001111000
R 01 10011! 00
L goes on at step 7.

A=-4.8




VI. Quiz and Test Questions with Answers

1, Inthe COUNTER CIRCUIT shown on the next page you find external
inputs A, B, C, and J, There are three output lamps shown, L;,
Lj, wnd Ly, Let us assume that this circuit is just now '"put on the
line'! anc all the relays and switches are in their zero states,

Ans.~:

(1) WLkat is the main function of the ¢ contact? (To clear to 0)
(2) What is thesstate of relay R and S if we pulse A on-off five times?
(A=0-1-0-1-0-1-0-1-0-1 we end with the fifth on state)
" | R=__ 0 S = 0

(3) What is the frequency of relay R's operation vs. the frequence of
relay T's operation?

FreqX _ -i‘-

Freql

(4) If we define the first A = 0 state as the step number one, and when
we operate A to A =1 as the step number two, and again A = 0 as
step #3, etc., what step number will FIRST light lamp L,?

Step# 12345678.....
Astate 0010101 ..... Step # 3

What step number will FIRST light lamyp L 47 Step # 5

What step number will FIRST operate R? Step # 3

(5) Describe the purpose of input switch B and contacts of relays
labeled J. '

(To clear and reset to any desired count: set J switches properly,
then operate B briefly. )

(6) If we find that at a given time the state of the circuit is P = 1,
Q=1i, R=0,8=1,T=0,U=0, V=1, and W =0, B =0, and
0, what must be the state of A at this time?

C

A = 0
What are the lamp output states at this time? L, = 0 .
LZ = o ] L4 = 1 [ ]

If we now change the state of A, what is the resulting output of

lamps 1, 2, and 4°? L,= 0 , L2= 0O , L

1 4 " 7 )

Switch C is now operated and then released. What happens to
relays R and S? (They are now both at 0.)

TM -A-"4o 9 ;
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2. If we wish to design a circuit which will count to 15, how many stages must
there be?

Ans.: 4.
3. Which of the following constitutes a feedback circuit?
() o : mp o'
(b) ‘Fﬁ?: o*
(¢) & c! e o*
(4) —t- o

Ans,: Only (a).

4, In the single stage counter shown below, what are the states of relays P and
Q after A has been turned on, off, and on again? (Assume all components were
initially released.)

P
L
A A a—
p Q
&
py —AANO
P l1a
a q
% %

0
1

e
Ans.:' P
Q

5. Using truth tables, prove that in Boolean algebra, a+4 acb=a+b

Ans, - - -
—alpb a asb 4 atb atab

0 0 1 0 0 0

_o0]1 1 1 1 1

1 0 0 0 1 1

1|1 fl o 0 1 1

6. Draw a simple circuit to represent the statement, '""P or Q or both, "
¥ 4
7. Draw a simple circuit to represent the statement, "P or Q but not both'!,

Ans, .O_[E ot

T™ A=4,11 5 q




8. Shown below is a block diagram of a shift register. Switch A provides the
pulses for the shifting action, and switch B determines what is ''"read in'' to the
register, Complete the chart below, assuming that B is set as indicated before
each shifting pulse. Q, S, U, and W are the output relays of each stage.

B —| Q@ P~ S Uu
| A l ; '
Ans. : B Q 5 U W
initial 0 1 _0 1 1
istshit 0 _0 1 0 1
2ndshift 0 _0_0 1 _ 0
3rdshift 1 0 0 0 1
gthshift 1 1 _0_ 0 0

9. Complete the chart below to indicate what happens in the following circuit
when switch A is alternately operated and released. Assume that all contacts
are of the ""make=before=break!' type.

- p a P P
© %ﬂ P —3t t R
r - a
: B8+ 5 9 MR+
- - qlq9 |
o T7 —l
o |2 ]s me
i ] o y
o— * - r q P -+
Ans, ¢ 9 9 o= ; —*
Step 0o 1 2 3 4 5 6 7 8 ;
A o 1 0 1 0 1 0 1 0 ;
P 0_0 0 o0 1.1 1 1 0
Q 0_ 0 1 1 1 1 0 0 0 g
R 0o 1 1 0 0 1 1 0 0 :
L | 6o 0 0 0 0 0 0 1 0

10, Is the following feedback logic circuit stable or unstable?

: e ot
L9, | |
S o
Ans.: Unstable. 5,- J

™ A=4,1Z




1l What is the meaniug of the term bit? Ans,: binary digit
In what sense can memory be stored in a computer?

Ans.? Relay unactivated = 0
Relay activated = 1

"

Q
P ol .
P q-4 -
- a b
- v :

12, (a) Construct a truth table to find out what happens, in the circuit
above, to relays "P'"' and '"Q'" each time switch "AY ig operated and re-
leased after '"B'' has been operated once, but not released,

: ~ (b) Extend the truth table to find out what happens to these relays if

""A''is now released, then'"B" is released, and then ""A'"is first oper=-
ated and then released,

(c) What type of circuit does this represent?

Ans,$ () Al Bj P| Q (b) A| B P' Q
0 1 00 1 1 1 1

1 1 1 0 0 1 1 1

0 1 1 1 of o 1 1

1 1 1 1 1 o} o0 1

01 01 O 0

(c) A shifteregister circuit

13, (a) How many memory locations could you have with a 5-digit

address?
(b) With a 7-digit address?
Ans.'s (a) 32
(b) 128

14, (a) Explain how an elevator with memory differs from one with no
memory circuit.

(b) What inconvenience does a waiting passenger encounter with the

latter?

(c) What inconvenience does a riding passenger experience with the

former? T
Ans.: (2) A memory elevator will remember a call signal that

is pushed after it has begun a trip and will stop enroute
to its original destination at the call floor; whereas a
non-memory elevator will go to 1st destination called
for, then stop, necessitating a re-push of the 2nd call
button.

(b) He must wait until the elevator has stopped before
pushing the button.

(c) His elevator is no longer an express, but becomes -
local with possible stops at each floor,

™ A=4,13
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15.

16.

TR, ot rT T me e mmee

k )

Note: The decision to make the elevator with memory or without
memory has several social and economic considerations. A further
extension of this question might ask what these inputs to the decision
are.

Multiply 29 x 22 in binary notatmn, check your answer against the
decimal value.

Ans.: 29=11101 512
22=10110 64
(1)0 0 0 0 0 2
(1)1 1101 8
(H1 11 01 29
(1)0 00 0 0 3 22 -
11101 - TS 58
"1 001 1 11110 58
(Carry digits in parenthesis) B3¢
Binary Decimal

There are only four external inputs for the FOUR ONE-BIT MEMORY
CIRCUIT shown in the diagram on the next page. These inputs are
A, B, C, and D. There is only one output for this circuit and that

is lamp L _.

P s Ans, :
(1) What is the function of contact a in the circuit? (To input 1)
(2) What is the function of contact b in the circuit? (To input 0)

(3) What are the states of the inputs (A, B, C, D) if we wish to make
relay R go from the 0 state to the 1 state?

A=_1 ;B=_0;C=_1,:;D=__19 .

(4) WhenP =1, Q=0, R =0, and S =1, and we next set the input
switches A =0, B=0, C=0, and D = 0, what is the state of Ls?-

L = 0

s
All the above contacts and switch states remain the same except | g
that we make one change, D = 1. What is the new state of Ls? | |

Ls= 0

Next set input switch B to the B = 1 state. Explain what happens.
(At this time A =0, B=1, C=0, D=1). (0 stored in Q)

(5) What modification would you add to this circuit in order to cleay
the whole memory unit so that all the relay coils were reset to
zero? (Break contact of fifth switch between power source and
network, )

(6) What is the name and/or function of the pair of contacts c and
d on the '"branch of the tree' leading to relay S? (Address)

A-4. 14
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VII. Supplementary Materials
l. A technique for studying networks

When discussirg in class such networks as that in Fig. 6, for example,
the technique used in Section 7, Chapter 2, will be found very helpful. These
networks are the kinds in which a sequence of states must be investigated, A
sketch of the circuit is copied on the chalkboard with the contacts properly labeled
(e.g., a or a, etc.). Relays are conveniently designated by square boxes cone
taining the proper letter. At each spot where contacts are open, the path is bro=
ken by a stroke of the eraser, while closed contacts are shown by a continuous
chalk line, Changes in the states of the various contacts are swiftly made, and
the existence or absence of paths is immediately visible. Of course, it is essen=~
tial to go over the diagram again with some care every time the state of a switch
or a relay is changed, to bring the situation up to date.

2. Additional c.rcuits LR

N

Be sure to check the Teacher's Lab Manual (at the back of this manual)
for four additional circuits for optional lab /work as followss;

a, The Runway Circuit (Fig. 6, Exf). IV), is simple and dramatic. It
illustrates feedback quite well,

b, The Combination Lock (Fig. 7, Exp. IV), is an interesting exercise
and is included to drive home the concept of logic circuits with memory.

c. Simple Function Circuit (Fig. 9, Exp. III), is only moderately dif~
ficult, Use the truth table to derive a graph.

- d. The circuit of Fig. 11, Exp. III leads to a considerably more diffi-
cult analysis (the equation is a cubic). It will challenge your best students,

VIII. Material for Depth
1. Reference s'

a. Caldwells Switching Circuits and Logical Design, Wiley, 1958,

b. Culbertson: Mathematics ard Logic for Digital Devices, Van Nos-
trand, 1958.

c. Kemeney, Snelland Thompson: Introduction to Finite Mathematics,
Prentice=Hall, 1966 (2nd edition). '

Unfortunately, these books do not use identical notation. Caldwell is
more comprehensive than you will need, but perhaps the clearest ex=
position. :

2, Film:

Memory Devices, 28 min., color. Obtain through your local telephone
company business office, '
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Chapter A-5 |
ORGANIZATIN OF A COMPUTER

I. Approach

This chapter represents the bridge between the hardware of chapters 2,
3, and 4 and the software of chapter 6. In fact, it shows both in general and
in extreme detail how the logic circuits discussed in these previous chapters
can be assembled to work together to become a general purpose computer.

BEWARE. To guide a current phrase: '"The medium is the message'',
The teacher should be careful to emphasize how the various elements fit to-
gether in the overall picture of a computer in general but should not
necessarily dwell on the extreine detail of this interaction. This means that
the teacher must make a decision in terms of ""'sizing up his class" (which he

has done by now, of course) to see how much detail they want, need or can
handle, N

It is suggested that the general structure of the computer in terms of
its operating elements or components be emphasized along with perhaps a more
detailed study of the instruction cycle and control unit. The details of the
operations of the other elements by themselves have for the most part been
discussed in previous chapters. However, explicit knowledge of the details
of the interaction of these elements within the computer is not necessary and
is not required for further success and appreciation of the cours=. TFor the
student who desires this information, the text gives extreme detail and a
thorough analysis of the interaction of the component parts of the computer.

II. Major Ideas
(Note especially those starred)

A. Definition-Information is any quantity which can be represented by
a combination of binary elements,
Film: For 10 ( "highly recommended'')

B. Information can be transferred from component to component by
signalizing the setting of corresponding relays (select-copy)

C. The elements or components of a general purpose compﬁter perform
the following functions:

1. Information input and output

2. Memory

3. Arithmetic and logical manipulations
4, Control

Transparency; A - 5.9a
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* D. Combinaticns of simple logic circuits discussed in previous chapters
are sufficient to perform all these functions.

E. In performing each step of a computation, the computer goes through
a predetermined cycle of operations which is repeated over and over
again until completion of the program.

Films: F -12 ("good"), L - 2

Transparencies. A-8, 9 b, ¢,d, e

F. Instructions are indistinguishable from data in that both are stored a3

3 signed numbers in memory cells. Instructions are interpreted by the
computer according to a built-in convention (due to the way it was wired)
and cause a computer to proceed through a well-defined sequence of
instruction cycles to complete the desired computation.

w
.

Since data and instructions can both be stored in the same memory,

this means that a program can modify itself. This is one of the most

important though tricky ideas in Part A. (This will be explained in
chapter 6.) .

* H. The simple general purpose computer discussed in this chapter is
totally and absolutely representative of a large scale digital computer.
‘ , This also is one of tﬁe most important ideas in the course.

i Film: F - 21. ("optional")

The relay circuits have their functional counterparts in today's multi-
million dollar machines, and the overall block diagram (laid out by
Babbage well over a hundred years ago) is still typical, as the analysis

of Stead Fast's actions shows.

III. Objectives

1, To bridge the gap between the "hardware" of chapters 2, 3, 4 and
the "software" of chapter 6.

2. To show that by means of such representation, symbolic information
can be transferred from one physical form to ancther (i.e., from
punched cards to the state of operation of relays).

3. To present the organization of a pPrototype computer which can process
information in physical form.

4. To indicate that such a machine can be constructed by using the logic
circuits studied in previous chapters.

5. To expect that the student will be able to appreciate the overview
or general interaction of the elements of a computer rather than the fine
details of such interaction. |

i T™ A-5.2




IV. Development

In order to focus our attention on the overview or general plan of the
interacting of the various elements of our computer, let us attempt to spell
out this overview in rather direct fashion, eliminating the hardware details.
In order to do this, think of the block diagram in Fig. 19 as being broken
down into the five basic elements of the block diagram in Fig. 6.

In general, input and output can be handled by a wide variety of devices
much more highly developed than punched cards, such as display scopes,
magnetic tapes, paper tapes, analog | digital converters, and teletypewriters.
No matter how complex such a device might be, however, it always transmits
information into or out of a digital computer in binary patterns which could be
punched on cards. Because of this and because of its simplicity, we doour
input and output with punched cards.

-Storing and retrieving patterns in memory certainly have little appeal
unless you can also manipulate the patterns in some useful way, perhaps to do
arithmetic calculations with data which are in the memory. The accumulator
not only accepts numbers previously stored in memory but is capable of per-
forming various algorithmic operations on these numbers ( e.g., adding two
numbers together), and returning them eventually to the memory all under
direct and constant supervision by the control unit. Since it must be able to
manipulate numbers as well as '""hold'' them, the accumulator consists of
- circuits which add (subtract) and shift. :

If any part of the computer can be thought of as its '"brain', it is the
control unit. This unit coordinates all the parts of the computer so that events
happen in logical sequence and at the right time. (see instruction cycle for
details)., To show all the pathways control signals take to the other parts of
our basic diagram in Fig. 6, refer to Fig. 19 if interested in these details.

The most critical part of the control unit is the instruction cycle with four

steps: (1) Fetch next instruction, (2) increment instruction counter, (3) executive
instruction and (4) test for completions. The control unit, itself, is the unit
which ""makes things happen''. -

This is neither as powerful nor as mysterious as it may sound, for the
control unit only does exactly what you tell it to do. Numerically encoded
instructions, which are stored in memory, are fetched by the control unit (and
temporarily stored in the instruction register) and directed to carry out
certain basic algorithmic steps. The instruction register and instruction
counter are merely two special circuits inside the control unit which ""store
the current instruction''. The control unit is designed to '"decode" each
number sent to it and to initiate a chain of events designated by that number.
For example, the instruction code number 2 causes addition, 0 causes input,
etc. When one chain of events has been completed, the control unit is ready
to receive another number from the memory and to initate the chain of events
designated by that number, etc.

™
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the computer operates w

Relatively few algorithms or instructions which the control unit can
interpret are actually built into any computer, but they include ones which
make it possible, when combined in the proper sequence, to synthesize any
algorithm whateve: that could have been built in. This remarkable circum-
stance gives a computer enormous versatility, even the simple basic
computer being discussed in this course. We speak of this kind of computer,
one that stores its own instructions and provides for the general synthesis
of algorithms, as a general-purpose computer.

The set of instructions which the computer is directed to carry out
in specified sequence is called a program. It is the program that states the
procedure the computer is to follow in solving the problem at hand. The
program is thus a large problem-solution algorithm composed of many
simpler algorithms, namely the basic ones provided in the repertory of the
computer. The task in using the computer to solve a given problem is

Primarily one of writing an effective program based ultimately on the simple
operations the computer ""knows'' how to do.

In principle, then, the steps that must be taken to use the computer
to solve a problem are the following:

(1) Program: The problem must be analyzed and an algorithm
for its solution constructed in the form of a
sequential set of instructions which are in the
repertory -f the computer.

(2) Input: These instructions must be encoded in numerical form
and stored in the memory together with any data re-
quired by the program.

(3) Operation: The computer must be started at the first instruction;
- all the steps of the program are then automatically
carried out, the computer ''cycling through'' its
instruction cycle for each instruction.

(4) Output: The results must be retrieved from memory.

These four steps would be quite tedious, if they had to be carried
out in detail. Fortunately, there are many simplifying variations of these
four steps, designed to make the task easier. It is possible, for example,
when using a more sophisticated computer than ours to express the problem
not in machine language but rather in a more powerful language which is
easier to use. This language is automatically translated into machine
language by a device called a compiler with all of the proper encoding done
as it is translated. For this course, however, programming is done in
our basic machine la;n@;a%e so that we have a better understanding of how

ith regard to these machine instructions rather

than being concerned with a compiler and languages which are more con-
venient for a human being to use.

™ A-5.4




As already mentioned in I, care must be taken not to beat the
students to death with excessive hardware details. Be sure to emphasize
the overall picture of the general interaction among the elements of the
computer as mentioned above, as well as the specific details of the
instruction cycle.

The analogy using S. Fast Plodder is excellent.

A sensible approach might be to do sections 1 - 4, thus getting (1) an
introduction to the chapter, (2) the motivation provided by Steadfast, and
(3) an idea about a punched card encoding information. (4) Memory could be
covered by a simple back reference to this circuit in Chapter A-4 (without
reviewing its action in detail). Similarly, (5) the accumulator could be
covered by explaining the notion of A, B and S registers, and alluding to its
actual workings by back-reference to the adder circuit in Chapter A-2
(accumulator = adder + timing contacts) to transfer information to and from
memory. Thus a detailed discussion of the two trickiest circuits can be
replaced by a simple discussion of their functions as implementations of
Steadfast's tools. The notion of an instruction in section 7 is crucial, but
the transition from binary to decimal cardiac in section 8 can be handwaved
as a notational convenience for writing instructions. The remainder of the
chapter can be covered by doing only the snapshots (of the control cycle)
and their associated text, leaving the indented, '"in detail" paragraphs
completely optional. Here is the place for overlays, followed perhaps by

. the ""computer play" discussed below. :

It is here that perhaps attention should be spent on details. One

technique that has proved to be quite successful is to have the students

% rehearse and ""act out" the various roles played by the different elements

' of the computer. This can be done by putting the block diagram in Fig. 19
on the board and having a certain student designated for each element. Card
tags can be used to identify elements ( students). The student who is "control"
is in absolute charge. There should be no extraneous talking whatsoever,
and a "'messenger'' should be used to transfer all information which goes
from one element (student) to another.

Control may give terse directions, such as '"Memory Call Selector"
now pointing at the proper student), ''select location 14", ... The student
called on may then point to the desired location on the blackboard map.
Initially, the program and data should have been loaded in memory, the various
registers cleared (0's in them, not blanks!) and the first instruction address
in the IC.

One feature of using this technique is that it focuses attention at each
step on the particular student (element) involved and he must know and be
able to explain his correct function at that time. This creates tremendous
interaction within the class and leads to an excellent teaching-learning
gituation.
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- It is also at the point that a film loop has been provided showing the
instruction cycle and control unit. This can prove very beneficial and has
the advantage of being available for almost constant use by individuals or

groups of students.

In this chapter there are no labs, but at this time (the end of the
chapter) it is suggested that the Cardiacs be used by the class to give a natural
transition from the detailed organization of a computer for executing single

instructions to executing many steps of a program without worrying about the
hardware details of operation (i.e., without reference to the block diagram.)
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V. Homework problems and answers

Relative difficulty of questions found in Chapter A-3:

EASY MODERATE DIFFICULT
#5,1 *5.5 5.6
*5.,2 #5.7 5.9

5.3 5.8
*5.4 *5.11

5.10
* 5,12

*Key Problems to be attempted by all students.
5-1 Write the decimal number 396 in binary-coded decimal form.
Ahs.: 001} 1001 0110
5-2 Write the binary number 1011010 in a binary-coded decimal form.

Ans.: The binary reduces to 90, which, in binary-coded decimal form,
is 1001 0000.

 5-3 Decode the following message according to the correspondence of
Table IIL

100001 110100 100011 111000 000190 111011 000001 001001 000110 00110
Ans,.: JULY 4, 1966

5-4 Which of the following coded syinbols are in error according to the error
detection scheme of Table IV?

(a) 0000001 wrong (d) 1001100 wrong
(b) 1000100 right (e) 1111111 wrong
(c) 1101100 - right (f) 0111111 right

5-5 Construct (draw) a logic circuit which when properly connected to a card
reader of the kind shown in Fig. 7 will turnona light. when there is a
parity error on the card being read by it. The card is punched with the

code of Table IV.

e e e e TR




5-6

5-7

™

Ans.: 7-variable odd-parity circuit:

Construct (draw) a logic circuit which when properly connected to a card
punch (Fig. 8) will punch the proper parity check bit onto each card as it
is punched. The information on the card punch relays conforms to
Table III.

Z,

Ans.: L - ifériable odd-parity circuit:

c:p2 ' cp3 c:p4 cp5

cp, cPy  CR, cpg

Write out a sequence of instructions for your assistant, Steadfast Plodder,
to calculate the cost of a competitor's products (labor plus materials)
from his price list, assuming that this markup is the same as yours.
Make out an instruction sheet similar to Fig. 3.

Ans.: 1. Prepare a sheet with two columns. Label the first column
'"catalog number' and the second "'cost',

2. Copy the first catalog number from the price list onto the sheet.

3. Clear your desk calculator and put the list price of this item
into it. )

4, Divide by 5. 35,
5. Write the quotient on the sheet under '"'cost'.
6. Copy the next catalog number onto the sheet.

7. Repeat, starting from step 3, as long as there are unused list
prices. When you have finished etc.

A-5.8




5-8 Assume that you have a memory of 1024 cells storing 32 bits-each. What
is the total numbez of bits stored by such a memory? How many relays
are required to access each cell independently? (Assume relays with
any number of contacts are available.) How many bits are required in
the address for each cell?

5 (or 32, 768)

Ans.: (a) 21
(b) 10 relays
(c) 10 bits
5-9 During each instruction cycle of a computez:

(2) how many times is the instruction counter incremented? |
(b) how many times is the instruction register changed?

Ans.: (a) once
(b) once

VI. Quiz and test questions and answers

1. How is an item of information represented inside a computer?

Ans. : By the state of relay and switch contacts.

2. The text refers to two terms: data and information. What does
each of these mean? 1Is there an important difference? If so,
what is it? Are data and information encoded alike or differently?

Ans.: Information has a technical meaning in Information
Theory, but in the present context the two words have
the same implications, and are encoded alike.

3. Suppose you are constructing a small demonstration computer
(say for a Science Fair project), and you are planning a memory
to hold 64 items.

(a) How many layers will your access tree require?

(b) How many bits must be in each address?

(¢) What modification, if any, must you make in the tree to handle
(i) 63 items?
(ii) 65 items?

(d) In the latter case, what is now the maximum number of items
that can be handled, and how many bits are needed for each
address?

Ans.: a) 64 = 26; therefore 6 layers are needed.
b) 6 bits (extend Fig. 9).
c) (i) None.
(ii) One more layer must be added, and the tree can now
7 handle
d) 2 = 128 items, with 7 bits per address.

TM A-S.o 9




4. a) How many layers must there be in an access tree for a memory

of 64 cells, each containing 1bit? b) What kind of change must be
made in the complete circuit in order that each cell may store 8
bits? c¢) What further changes must be made for a2 memory of
256 cells, each holding 16 bits?

Ans.: a) Same as 3 (a), of course. The state of the contacts of
the final relay in each branch of the tree determines whether
the bit stored is 0 or 1.

b) At each address we now need a total of 8 memory cells.
Therefore we need 8 copies of the tree, wired in parallel,
but with the initial a and b contacts replaced by i, cr, and
cr, contacts as in Fig. 12, Obviously, o contacts will also
be needed if the computer is to have an output to a card
punch or other read-out device (such as lamps).

c) 256 = 2% so we must add two more layers to the tree;
and there must be 16 replicas of the tree wired in parallel.

5. Explain in your own words how the control circuit and the clock
pulses serve to make the computer execute its instructions in
proper order. §

Ans,: It is important to make clear that it normally takes 2 clock ’
pulses to cause 1 complete step in the action of the computer: ;
the first to the instruction register, tie second to the
register selector. '

6. Consider the following block diagram of the hypothetical computer
developed in this course

par]  [out ] MEMORY CELLS
~ o
ACCUMULATOR hiG QR
- X =vz
|
CONTROL l
ADDRESS |
| SELECTOR |
INSPECTION !
REGISTER INGEECTION :
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a) What is the function of each of the following components:

instruction register: This contains the operation code and
address of the current instruction

instruction counter: This keeps track or count of the namber
of the present instruction

accumulator: This does the arithmetic. It, in effect,
is the scratch pad.

current address selector: This is a set of relays whose contacts
form the memory cell selector tree.

b) What type of circuit would you find in the mem.ory cell selector?
Tree circuit

c) In the above diagram, draw a solid line with appropriate arrows
to indicate the flow of information during the execution of an
ADD instruction. Draw a dashed line with appropriate arrows
to indicate the flow of information during the execution of an
INPUT instruction.

d) There are four main steps'in the instruction cycle of this
computer. List them in order.

l. Fetch next instruction 3. Execute instruction
2. Increment instruction counter 4. Test for completion

The component of the computer which routes information from one
section to another is the control unit. The section which "remembers"
what instruction is next is. the instruction counter. The section which
stores each instruction during its execution is the instruction register.
The section in which arithmetic operations are performed is the
accumulator. '

For the hypothetical computer which we have developed, indicate by
appropriate numbers the order in which the following operations take
place:

1l decode and execute instruction

Il add one to instruction counter

1V test for completion

1 get next instruction

A-S. 11
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VIII,

Supplementary Materials

A. You and the Computer - General Electric Company, 1965,
This booklet can be secured free of charge by writing to Educational
Relations, General Electric Company, Schenectady, N. Y. 12305

. B. An Introduction to IBM Punched Card Data Procéaiin -
Any IBM Branch Office ' |

C. General Information Manual - Introduction to IBM Data

Processing Systems, 1964 - Any IBM Branch Office

Material For Depth

As mentioned previously, the general organization of a cdmputer should
be emphasized, rather than specific hardware details, However, for

-the teacher or student who is interested in a more thorough and detailed

approach, many parts of this chapter may be used for just this purpose.

)

The above mentioned supplementary materials in VII should also serve
as excellent material for study and background information.
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Chapter 6
PROGRAMMING

1. Approach

This chapter deals with the ''softwave' aspect of computer operations - that
is, the programming of a comiputer, Care must be taken, however, to emphasize
that in this course we are not primarily interest in turning out computer program-
me#s but rather are concerned with explaining how a computer may be ''told what
to do'' and with learning how to communicate with it in machine language.

It is important to note that perhaps the very last thing a typical industrial
or commercial programmer learns, if indeed he ever uses it, is machine language
| programming. What usually happens is that he first learns a highly sophisticated
1 language (as far as the computer is concerned) but a relatively simple language
(as far as he is concerned). There are many of these languages such as Fortran,
Basic, Algol, etc. When a programmer uses one of these languages which is
similar to algebra, the computer has a device called a compiler which translates
the language into a symbolic language first and then by use of an assembler into
i a machine language..

Th:.s machme language, then, is the direct means of communication with
the computer. In other words, the final step of communication with the computer
is done with machine language. As mentioned above, most programmers do not
- have to be concerned with using machine language and if they learn it at all, it is
) . only after going through more sophisticated language first.

5 | Since the basic purpose of Part A of this course is to understand how a com-
puter is built and operates, we certamly want to see how it does this at the most
basic level. This level of operation in terms of softwave is of course machine
Tanguage programming. In other words, we have learned about logic and logic
statements, binary arithmetic, relays and logic circuits and the design of a com-
puter and now we are going to study how to take this package of hardware and com-
municate with it by means of our softwave, namely machine language program-
ming.

One important point should be stressed throughout this chapter. Even though
we have a very simple, elementary computer with a very limited set of instruc-
tions in its repetoire, we can do any mathematical problem that can be done on a

large scale computer. iﬁee in mind, of course,. tnI at we have a rather small
memory, only 100 locations, and therefore the slze of our program is very limited.)

 In other words, the important thing to emphasize 18 that our small computer is
truly representative of a large general purpose, stored program computer.

II. Major Ideas

A. The principles of writing programs for a digital computer can be illus-
trated with the relatively simple computer described in this course.

B. A digital computer has the capacity of storing a program in its memory.

} . C. The fact that it is necessary to have precision of thought and execution
D in solving problems with the computer.

™ - . , A-6.1
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D. Real world quantities and relationships can be represented and manip-
ulated with the computer acting as the vehicle or intermediary between thinking
and accomplishment. | -

E. There are three major steps in solving a problem by a stored program
computer; the program must be written, loaded, and executed.

III. Objectives

A. To demonstrate th: use and application of a stored-program digital
computer in solving real-world problems.

B. To develop an urderstanding of compute. pProgramming as it applied to
the computer described in the course.

C. To develop an appreciation for the necessity of precisioﬁ of thought and
execution in solving problems. |

D. To demonstrate the method and the advantage of writing a flow-chart for
the solution of a problem before attempting the step~-by~-step machine language

program,

IV. Development

At the beginning of this chapter there is a very brief introduction in Section 1
followed by an excellent review of Chapter 5 in Section 2. Do not dwell on this
réview. The purpose of this chapter is to teach machine language programming,
not hardware. However, this review does serve the purpose of focuging our at-
tention on the overall picture of computer operations.

In Section 3, the ten basic operations of our corputer are discussed in
detail. These, of course, should be explained very carefully and very clearly.
Be sure not to rush through this., These ten operations must be understood by
the students in terms of exactly what they do. (We are referring to the meaning
of each operation, of course, not the application of these operations). After

spending a sufficient time discussing and studying these operations, the student
should be advised that facility in using them in terms of writing programs can

. best be accomplished by studying the programs written in the text throughout the
- chapter.’

In explaining the first program, i.e. adding two numbers, the program
should be put on the board and each step should be gone over in detail. Be sure
that the students understand what is happening at memory locations 17, 18 and 19
as well as in the accumulator during each step in the program. After introducing
the first program, the Cardiac could be used to have them get the feel of going
through many (but not all) of the same steps as the computer. The Cardiac also
helps to show contents in memory locations as well as the accumulator.

Essentially, then, what we have said above is that in introducing the chapter
and explaining the ten operation codes and the first addition algorithm, the class
should be exposed to the Cardiac in order to get at least some reasonable simula-
tion of what is happening within the computer, the students will probably not use
it very much, perhaps only two or three times, however, it does serve a very
useful purpose.

In going through the remainder of the chapter, be sure to put the programs
™ A-6.2
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on the board for better focusing of attention and class discussion and interaction.
The writing of comments to the right of each step in'a program can be very help-
ful. Perhaps this should be required, at least in the béginning.

A From the very beginning, emphasis should be given to the flow=chart tech-
nique of writing programs. From the macro flowchart to the micro flowchart
to the actual machine language program should he a natural transition. Be sure
to require students to write a flow-chart first before writing the machine language
program., |

The programs in the text are rather well explained and in detail. Be sure
to emphasize the conditional jump and looping, indexed loops, data processing
by the use of shifting, and the loading of a program into memory.. This material
is covered in the first ten sections and.is the basic material of the chapter, Stu-
dents will probably find the last three sections rather difficult, that is, instruc-
tion modification, subroutine, and the billiard table simulation represent material
that is quite a bit more sophisticated than the rest of the chapter. Therefore,
care should be taken to allow for this.

In spite of the above mentioned difficulty, the teacher should try to get
across the basic idea of both instruction modification and subroutining, the impor-
‘tance of the latter becomes rather obvious to the student. Such is not necessarily
the case with the former. The student should be shown how the technique of in-
struction modification '"enables the program to alter its instructions and stored ;
aata itseii during execution'’ and how significant this is in te*ms of the flexibility
of the computer. This has been described as one of the most powerful ideas in .;
the last century. S | | |

e e mteem . e e

: Answers to probléms, both within the chapter and at the end of the chapter
can be found in Section V. Additional programs, as well as material on symbolic
pProgramming can be found in Section VIII. - ’




V. Homework problems and answers
A. Problems from within the text
Question: (Page 11)

How would you generalize this program to punch out a list for an arbitrary year,
" instead of 05C?

Answer:
Replace the contents of the address (where 050 was stored) by n (the variable)
which is read into memory via an input card.

Problem: (Page 14)

Coding for the Morse Code recognizer program:

&swer:
Address Instruction Address Instruction
20 045 36 746
21 145 37 343
22 746 38 749
23 343 : 39 341
24 | 749 40 | 843
25 327 41 550
. 26 843 42 820
27 045 43 548
\ 28 145 44 820
¥ 29 747 45 n
30 343 46 + 009 (s)
31 749 47 - 119 {o)
32 334 48 000 nn
33 843 49 001
34 045 : 50 : 999
35 145

Question: (Page 19)
Coding for the largest of three numbers problem

Answer:

Address Instruction Address Instruction
10 . 050 21 151
11 051 22 752
12 052 23 326
13 150 24 551
14 751 - 25 810
15 321 26 552
16 150 27 810
17 752 50 N1
18 326 51 Nz
19 550 52 N3
20 ' 810
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Question: (Page 20)
Is it necessary to restrict the value of m to be no longer than 9?
Answer: .
No. There is no restriction on the value of m. Since 'this merely deter-
mines the number of loops, it has no limit.
Question:

Is the order of the two input cards with the numbers n and m significant,
or may the position of these two cards be interchanged?

Answer:

The order is not important. In one case, n, would have to be added to
itself m-1 times. In the other, m would be added to itself n-1 times.

* Note: We are limited in the size of the product m x n. Since we have not
talked about overflow, the product may not be more than 999.

Question: (Page 21)
Could we have interchanged the test and the addition of n?
Answer:

No, if we take the question literally. The index would never become nega-
tive and we would be caught in a loop. However, if the author meant '"Could we
add before we test, the answer is yes, if we change the program appropriately.

Question: (Page 18)
Coding for the Dealer program
Answer:
Address Instruction Address Instruction Address Instruction
10 430 18 051 26 810
11 650 19 154 27 555
12 051 20 750 28 810
13 150 21 327 50 T (Dealer's
: : total)
14 251 22 150 51 n (input card)
15 650 23 751 52 17
16 752 24 327 53 21
17 310 25 554 54 000
55 999

Question: (Page 21)

As an exercise, write a micro flowchart and code for finding the sum of the
first n positive integers (s =n + (n-1) + (n-2) + (n-3) +... + 1). Read n from a
card and use an indexed loop in which the index is added to the partial sum.

Answer:

Refer to pages 6 and 7 of part B of Section VIII of the teachers manual. This
problem is completely worked out in detail with full explanation.
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Question: (Page 2 )

Show how you would introduce a test for this last card in the read loop, so
that you could then jump to 55 without an intermediate halt.

Answer:

37 403

38 658

39 057

> 40 157
testing 700

+ 000 355

41 420

42 260

Question: (Page 43)

Can you think of other applications in which real time computation would
be vital?
Answer:

Computerized industrial operations or processes where information is
taken continuously during the process and used later on in the same process.
(Such as in a steel mill, chemical plant, electronics manufacturing, etc.)

B. Problems at end of chapter.
Relative difficulty of questions found in Chapter A-4:

D EASY MODERATE DIFFICULT
* 1 * 4 11,12 * 8
* 2 5 14,15 10
* 3 7 13
6 9

*Key Problems to be completed by all students.

1. What single machine code instruction wonld you write
in order to have the computer do each of the following?
(a) Read the top input card and put its contents into

address (memory location) 34. 034
(b) Add to the accumulator a copy of the contents in
address 52. . 252
(c) Clear the accumulator and bring to the accumulator
a copy of the contents in address 95. 195
(d) Jump to the instruction given at address 24. 824
(e) Copy the contents of the accumulator into address 42. 04z
(f) Substract from the contents of the accumulator a
copy of the contents in address 33. 733
(g) Shift the contents of the accumulator first one place
. to the left and then two places to the right. 412
(h) Halt and reset the instruction counter to instruction
at address 00. 900
F, (i) Test the contents of the accumulator. If the contents
L/ are negative go to the instruction at address 13. 313
(j) Print onto an output card the contents at address 19. 519
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What is the meaning of each of the following instructions written in
machine code? Write out the meaning of each in a complete English
sentence?

(a) 042 - Read the top input card and copy contents in address 42, and
advance top input card. ‘
(b) 403 - Shift contents of accumulator 0 places to left and 3 places to
right (the result is 000). ‘

(c) 171 - Clear the accumulator and bring to it a copy of the word
found at address 71.

(d) 410 - Shift contents of accumulator 1 place to left and 0 to right.
(e) 672 - Store contents of accumulator at address 72.

(f) 819 - Jump to instruction found at address 19; in effect this
operation resets instruction counter to 19. ,

(g) 713 - Subtract the contents found at address 13 from the contents
found in the accumulator at this time.

(h) 215 - Add to the contents of the accumulator the word found at
address 15.

(i) 341 - Test the contents of the accumulator. If 0 or positive, go
to the next instruction; if negative, go to instruction found at address 41.
(j) 516 - Print on an output card the contents at address 16.

(k) 900 - Halt calculation and reset instruction counter to 000.

(1) 309 - Test contents of accumulator. If 0 or positive go to next
instruction; if negative go to instruction found at address 09.

If the top input card has the number 473 printed on it, and the second
card has the number 052, what will each of the following programs do
with these two numbers? (Assume that the top instruction is executed
first.)

Memory Word Memory Word

Address Stored Address Stored
56 063 28 036
57 064 29 136
58 163 30 036
59 264 31 736
60 664 - 32 736
61 564 33 636
62 900 34 536
63 — | 35 900
64 — i 36 —

(a) {b)
(a) This program will add 473 to 052 and print out the sum.
(b) This program will subtract 052 twice from 473 and print
out the final difference.

The following program is one that might be used to find out if a number

- A is larger than another B or not. The top input card contains A, the

second input card contains B. The answer ''yes' is printed out as 001,
the answer ''no'' is printed out as 000, '

(a) How many tests are required to determine if A > B or not? Why?
A-6.7
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(b) If the question was ''is A > B or not'', how could this program be
made shorter?

(c) If the result of the test at instruction 22 is positive what is the next
instruction?

(d) What does this program do if the number A is a negative number?

Answers:

(a) Two. Because A may be equal to B.

(b) Steps given by instructions at addresses 23, 24, and 25.
(c) Instruction at 23. .

(d) The top output card will read 000 (meaning no).

A program for determinin
wEetlEer or not K>E '

Memory Word

Address Stored
16 030
17 031
18 . 403
19 632
20 130
21 731
22 326
23 131
24 730
25 - 328
26 E 532
27 900
28 500
29 900
30 —
31 —
32 —

The contents of the accumulator are changing most of the time during
any calculation. These changes in the accumulator are important. In
each of the short programs below tell what is in the accumulator after
the execution of each instruction.
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Memory | Word Contents of
Address | Stored Accumulator

55 162 008

56 263 o1l

57 324 ()8

58 430 000

59 664 | 000

60 564 000

61 900 000

62 008 000

63 003 000

64 S —_—

(a)

——————————

Memory Word | Contents of
Address Stored | Accumulator
27 134 329
28 735 202
© 29 735 075
- 30 326 075
31 636 075
32 - 536 75
33 900 e
34 329 —
35 127 —
36 e c—

(b)

Write as brief a program as you can (in machine code, starting at
address 53) which will find and print out the value of M-N where

M>N and M is positive.

53 060 53 060
54 061 54 160
55 160 55 060
56 761 56 760
57 662 57 660
58 562 58 560
59 900 59 900
60 === 60 ——
S D— .
62 =

Note: these are equivalent programs.
The second is given to show how a
single memory cell can be used in
sequence for different purposes.

Write a machine code program for finding the value of (M-5N). Start

your program with a flow chart.

Flow chart: Get N
Generate 5N
Store (5N)
Get M
Generate M - 5N
Store (M - 5N)
Out and stop.

A'60 9

Program:

23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39

036
037
037
237
237
237
237
638
136
738
639
539
900




8. Write a machine code program that will put any three numbers, A, B,
and C, copied from input cards in descending order.

Address Word Address Word
19 053 38 156
20 054 39 655
21 055 40 154
22 154 41 753
23 753 42 349 :
24 331 43 153 i
25 153 ' 44 656 '
26 656 45 154
27 154 46 653
28 653 ' 47 156
29 156 48 €54
30 654 49 553 1
31 155 50 554 1
32 754 51 ' 555
33 340 52 . 900
34 154 53 , c——
35 656 54 c——
36_ 155 . b5 ——
37 654 56 —

A -1 at address 30; A - 1 in accumulator.

9, Below you will find some parts of real program. An arrow indicated
the instruction that is presently being executed. There are some

memory locations that are left blank; determine what ghould go into .
each blank memory location and write what would be ‘the accumulator.

The arrow shows the initial instruction in each case.

Memory Word Memory | Word Memory | Word
Location Stored Location| Stored ||Location| Stored
25 154 19 430 10 029
26 755 20 642 11 129
- 27 656 —-21 141 12 728
. . —13 630

54 329 | a 937 28 001

55 312 42 —— 29 289

56 017 | 30 577 |
Accumulator Accumulated Accumulator
Contents = 017 (a) Contents = 937 (b) - Contents =577 (c)
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What does the following program do?

Memory Stored
Address Word

21 0 36
22 1 36
23 4 20
24 6 38
25 1 36
26 412
27 410
28 6 37
29 136
30 4 02
31 2 37
32 2 38
33 6 36
34 5 36 .
35 8 21
36 cee
37 ce=
38 cee

This program reads the top input card and prints on the first output
card the same number with digits reversed. This process will
continue as long as there is an input card without the number 000 on it.

Write a flow chart and corresponding machine program which will
examine an arbitrarily large set of numbers on input cards (a blank
card marks the end of the set) and which will print out only those cards
which have on them non-zero integers. ‘

-Ans. Flow Chart:

Get number

{if number < 0)

Test number
(if number > 0)
Get'-number

(if-number < 0)
Test-number

(if numter > 0)

(if -number > 0; that is,
if number = 0)

{jump)

(jump)

Print out numbere

A‘6o 11




Machine Program:
20 029
21 129
22 327
23 403
24 729
25 327
26 820
27 529
28 820

29

12, Write a flow chart and machine program which will print out only those
input cards which have on them odd (and positive) integers. (Suggestion:

A blank card makes the end of the set of input integers.

Ans.: Flow Chart:

:Get number

v
Eliminate all but the rightmost digit

v
T_OSubtract two from it

(if < 0)
Test the result —————

(if > 0)

jump

Add one to result<—J‘

. v _
(if <0) Test new result

(if >0)

jump

1

v
Print out number

™™ A-6.12

By a ''422'" instruction delete all but the right-most digits of the numbers.)




13.

14.

™™

Machine Program: Top card is 002, Cards 2, 3,4, etc.
20 033 comprise the list of numbers. The
21 032 last card is blank.

22 132
23 321
24 422
25 733
26 328
27 825
28 200
29 331
30 532
31 821
32 000
33 002

A set of input cards (terminated by a blank card) contains numbers in
which the right-most two d1g1ts specify an address, YZ. The left-most
digit (X) is to be ignored in this problem. Write a machine program
which will print out the contents at these addresses in memory. (For
instance, if the input card reads 056, 156, 256, ..., 856 or 956 the
corresponding output card should print out the contents at address 56.)
This problem is most easily done by generating an instruction equivalent
to ''5YZ'" which is executed later in the program.

Ans.

20 027 Copy in number

21 127 Bring it to the accumulator

22 411 Make the left-most digit zero

23 228 Add 500 to the result

24 525 Store the result as an instruction
25 000 Execute that (output) instruction
26 820 Return to get another number

27 000

28 500

Analyze what the program given below does.

20 403
21 628
22 028
23 129
24 228
25 628
26 528
27 822
28 000
29 000

Ans. The program prints out, at each pass through the program loop,
the accumulated partial sum of the numbers on the set of input
cards.
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Analyze what the program given below does.

20 029
21 030
22 130
23 729
24 631
25 531
26 130
27 629
28 821
29 000
30 000
31 000

Ans. The program prints out, at each pass through the program.ioop,
the difference between the number on the most recently zxamined
input card and the number on the card immediately preceding it.

VI. Quiz and test questions and answers for Ch. A-6

What is the meaning of each of the following instructions written in
machine code?

(a) 900 (d) 345 (g) 120
(b) 403 (e) 518 (h) 819
(c) 713 (f) 642

Answeré:

(a) Halt the calculation and reset the instruction counter to 00 and stop.
(b) Shift the contents found in the accumulator first zero places to the
left, then 3 places to the right - result is 000 in the accumulator.

(c) Subtract from the contents of the accumulator the contents found

in address 13. .

(d) Test the contents of the accumulator. If it is zero or positive go

to the next instructions. If it is negative go to instructions found at
address 45.

(e) Print onto an output card the "word" found at address 18,

(f) Store the contents found in the accumulater into memory location

A address 42,

(g) Clear the accumulator and bring a "carbon copy'" of the "word"
found at address 20.

(h) Place the count shown on the instruction counter in cell #99, and reset
the instruction counter to 19, (Symbolic-jump to the instruciion given at
address 19.\)) -

What single machine code instruction would write in order to have the
computer do each of the following?
(a) Read the top input card and put its contents into address 45.

. (b) Add to the accumulator the contents of address 25.

(c) Clear the accumulator and bring to the accumulator the contents of
address 36.

(d) Jump to the instruction given at address 51. ‘

(e) Store the contents of the accumulator into address 33.

Answer: (a) 045 (d) 851
(b) 225 (e) 633
(c) 136
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3. Analyze the program. At the right of each instruction briefly write
what that instruction does. Finally, describe briefly what the program
does. (The top card has A printed on it, the second card has a B on
it.)

Memory Address Stored Word ) Instruction
10 028 - - Get A ¥ B into computer
11 026 memory.
ig gg.‘; Set address count to 00
14 128) Subtract B from A
15 726
16 322 Test - of neg go to address 22
17 628 - ' Store A-B at 28
ig ;g; Add 001 to count
20 627 Store back intu count
21 814 Jump back-loop-to 14
22 527 Output for count
23 528 Output for (A-KB)
24 900 Finished and stop
25 001 Location for 001
26 --- DATA
27 --- DATA
28 --- DATA
Ans,:
The program will divide B into A and print out quotient and the
remainder.
4, Write a program to read the first two input cards with A and B

™™

respectively printed on them. Have this program determine 2A-3B
(absolute value) and print out the result. Arrange the program so that
it returns and reads the next pair of cards, and the next pair and the
next pair, etc., until it reads a blank card ending program. Start
with address 10.

Ans.:
10 020
11 021
12 120
13 220
14 721
15 721
16 721
17 620
18 520
- 19 810
20 ---
21 ---
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Fill in all blanks in the machine code program below. Include in
Column C the contents found in the accumulator after the execution of
each instruction. Also show the final contents in locations 22 and 23
after the total program has been executed.

A B C

Memory Word . Accumulator

Location ' Stored ANS. Contents ANS.
13 120 — 012
14 721 — 003
15 221 — 012
16 622  — 012
17 412 — 001
18 623 — 001
19 522 — 001
20 — 012 — 000
21 — 009 —— 000
22 — 012 — 000
23 — 001 — 000

Analyze the machine code program below. The top input cards
are 003, and 002: |

(a) What proper title could we assign to this program?

(b) At what instruction do you find the start of a loop? .

(c) At the completion of this program what contacts would you find
at address 21 ; 22 ; 23 ; in the accumulator

(d) At what instruction do we find an exit?

Address Stored
Memory Word

07 ' 403
08 621
09 022
10 023
11 ' 123
12 724
13 - 623
14 ' 319

- 15 121
16 222
17 621
18 811
19 521
20 900
21
22
23
24 001
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(2) Program that will multiply A x B.
(b) Loop is started at memory location 18, The loop consists of

all instructions between 11 and 18,
(c) At 21:006; at 24: 001; at 23: -001; in accumulator: -001.
(d) Exit is foufid at instruction 14.

7. What is the purpose of the ''loading program''?
The purpose of the loading program is to place the program that is to be
executed, into the memory of the computer.

8. Write a program in machine code that starts at address 42 and that
when executed will find the value of 2A-B as long as B < 2A and A < 500.

! 42 050
43 051
44 , 150
45 250
46 751
47 652
48 552
E 49 900
50 -
51 -——- |
52 --- f
9. Define in words the meaning of each: o

(a) Algorithm - An Algorithm is a series of steps, or rules that when
followed and executed will produce the desired output. (calculations)
(b) Address - An address is the NAME given to a single memory
location in the computer. | g
(c) Register - A register is any location where a ""word" is displayed.- !
data on instructions. :
(d) Program - A program is a series of instructions that is written
in order to solve a particular problem.
(e) Execute - The term execute refers to the doing or completing of s
the specific instructions given in the program. ;
(f) Operation Code - Each specific machine operation is given an
objective code. The computer is instructed to ADD two numbers, as
an example, through the operation code ADD or 2 in the x location of
the instruction. 4

10. Analyze the following program. At the right of each instruction, write
briefly what the instruction does. Assume that the top card has the number
""A" on it, and the second card has the number "B'" on it.

Memory Address Stored Word

10 028 A.)Puts A into Cell 28

11 ' 026 Puts B into Gell a6 4
12 404 Clears the accumulator
13 627 Stores 000 in Cell 27

14 128 Clears the accumulator & then adds A

15 726 Subtract B frorh A -
™ A-6,17




Memory Address Stored Word

16 322 If A -B is negative go to 22

17 628 If A-B is positive store in 28

18 127 Puts 000 into the accumulator -

19 225 Adds 1 to accumulator

20 627 Stores sum in cell 27

21 814 Jump back to 14 _

22 527 Print out contents at cell 27

23 528 Print out A

24 900 Holt, reset instruction counter to 00

25 001

26 --- B | i
© 27 - 000, 1, 2--- Q

28 --- A (b) Divides A by B

b. Describe briefly what mathematical operation this program performs.
c. What group of instructions constitutes a loop? ¥4 through 21
d. What instruction is the exit from the loop? 1

11. At the right of each instruction in the following program, indicate the con-
tents of the accumulator (S register) after the instruction has been executed.

Memory Address Stored Word Accumulator
10 119 019
11 219 038
12 720 026
13 621 ~020
14 412 002
15 221 028
16 621 028
17 521 — 028,
18 900 08
19 017
20 012
21 --=- 026, 028
12, Describe what the problem does. The content #f the top card is N.
25 403
26 638
27 039 _
28 139 ~Ans.: This program evaluates the expression
29 336 2
gg Zgg —T—N £N for po'p'itive values of N.
32 139
33 740
34 639
35 829
36 538
37 900 . ;
38 000,
39— N
40 001
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13. If a main program call subroutine MUG and subroutine MUG calls sub-
routine WUMP, how does the computer know to get back to the main

,; program from subroutine WUMP? Do not write a program but simply

. explain what must be done by a programmer to provide for this.

Ans.: Since the answer produced by the second sub-routine WUMP is
needed to produce the answer in the first sub=routine, MUG, the
way to get back to the main program from WUMP is through MUG.
SO. from MAIN TO MUG TO WUMP BACK TO MUG TO MAIN.




VII. Supplementary Materials

Darnowski, A Teacher's Guide to Computers - Theory and Uses, National
Science Teachers Association, 1201 Sixteenth St., N. h ., Wahsington, D.C.
Galler, Language of Computers, McGraw-Hill Book Co., New York, N.Y.,
1962. (excellent for programming concepts - emphasis on softwave)

N.C.T.M. Computer Oriented Mathematics. - An Introduction for Teachers,
National Council of Teachers of Mathematics, Washington, D.C. |

Leeds and Wemberg, Comguter Programi.uing Fundamentals, McGraw-Hill |
Book Co., New York, N.Y., ] ' '

Material for Depth
A -Additional Programs

Prégram for finding the reciprocal of a number. Read in a number N
and find 1 to three decimal places. Assume N > 0.

N
mem. add. stored word |
10 032
11 403
12 . 635
13 133
14 634
15 . 134
16 732
17 323
18 634
19 ‘ 135
20 . 200
21 635
22 815
23 134
24 : 234
25 732
26 330
27 135
28 - - 200
29 635
30 535
31 900
32 n
33 -9
34 999 -kn
35 %to 3 dec. places
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&. Program for finding N! Read in N, Print out N!

10| 080
11| 100
12| 681
: 13| 181
% 14| 200
g 15| 682
| 16| 403
17| 683
18] 100
19| 684
| : 20| 182
4 21| 282
22| 683
23| 100
24| 284

3. Program to test whether N is prime. Read N, Print out 001=vyes,

000 = no, and then N

10
Il
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

044
144
645
403
646
100
100
647
145
700
700
700
700
338
145
747
329
645
824

A‘6021

25
26
27
28
29
30
31
32
33
34
35
36
37
38
39

684
181
784
330
820
183
681

182
200
682
180
782
339
8té
581

29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
414
45
46
47

145
700
341
147
200
647
147
744
324
501
544
810
546
544
810

80
81
82
83
84




4, Program for dividing a positive integer K by a positive integer C to
print out the answer as quotient Q with remainder R on two cards.

10 | 001

il | 015 |
12 | 016 |
13 | 115 ‘
14 | 716

15 | 311

16 | 615

17 | 114

18 | 200

19 | 614

20 | 803

2] | 514

22 | 515

23 | 900

24 | 000

25 -==K

26 | ---C

5. Program for %" where x and n have positive integral values and

| xng 999. Read in X, N, Print out X"

00 | 001 21 | 174
- 01 ] o072 22 | 700
02| 074 - 23 | 330
03 | 174 24 | 674
04 | 700 25 | 811
05 | 326 26 | 500
06 | 700 27 | 900
07 | 328 28 | 572
08 | 674 29 | 900
09 | 172 30 | 573
10 | 673 31 | 900
11 | 173 32 | 000
12| 700 33
13 | 673 -
14 | 319 -
15 | 132 -
16 | 272 -
17 | 632 72 | ===(x)
18 | 811 73 | ~--
19 | 132 74 | --<(n)
20 | 673
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B. Symbolic Programming

1. Introduction

The languages which are really understandable to a computer are awkward
for a man. Even when he is talking to the machine about numerical problems
such as the ones in this chapter, machine code is not a natural cne for the man
to use. What does he care about the nuraerical address of the cell in memory
where a partial sum is kept? Or that, to the computer, ''2" means "add" rather
than '"'subtract''? The first purpose of this chapter is to show that man need not
stoop to the level of talking to the machine in machine code, but that he may in-
struct it in a language more nearly his own. Programs written in this new lan-
guage are said to be written in symbolic code are we shall see shortly what this
language is and what its advantages are.

In symbolic code the machine-language operating codes are expressed as
ordinary English words that, in turn, are compressed into convenient abbrevia-
tions known as ''mnemonics'', as shown in the following table. (Fig. 1) '

Machine
Operating Meaning In ~
Code Ordinary Language Mnemonic

x=0 Input INP
x=1 Clear & add CLA
x=2 Add ADD
x=3 Test accumulator contents TAC
x=4 Shift SFT
x=5 Output ouT
x=6 tore STO
x=17 Subtract ' SUB
x=8 Jump JMP
x=9 Halt & reset HRS

Fig. 1 Table of correspondence between operation
codes and the mnemonics used in symbolic code.

Several distinct steps in the writing of a program to tell a computer how
to solve a problem can be distinguished. First an algorithm or explicit set of
rules for solving the problem should be determined and documented in a form
convenient for a human being to understand. A useful tool in the document of an
algorithm is a flow chart, Next, the flow chart is translated into a program
which uses symbolic rather than machine code. Then the symbolic program

“must be converted to a corresponding program in machine code, since that is all

that the computer can understand. Finally, of course, the program must be
loaded into the computer and executed. In the next section we follow the sequen-
tial use of a flow chart, symbolic code and machine code.

2. A program to determine the lurgest of a set of integers

Writh&the Projggam in Symbolic Code

Let us assume we have an indefinitely large number of input cards on each
of which is written a positive integer. The problem is to find which card has the
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largest integer in a given sequence or set of cards. First let us imagine how the
iob might be done by hand.

We begin with the tentative assumption that the first number (on the top
input card) is the largest, and accordingly we put it aside as a tentative largest
number. Now we take the next card on the stack and compare it with the largest
card. If this next card turns out to have a bigger integer, we use it to replace
the largest card. Following this procedure we keep picking out the card with the
largest integer - and we continue doing this until we have examined all the cards
in the set. : o '

How do we know when we have arrived at the end of the set? Answer: We
previously introduced a marker - a card with a negative integer. By testing the
sign of each integer as it comes up for examination, we know from the appearance
of a negative integer when we have arrived at the end of the prescribed run. Next
we sketch out the program through which a computer might carry out the pro-
cedure we have described.

Start: Put first number at LARGEST

v
Y, Put next number at NEXT
(and also into the accumulator)

' (if next number is < 0)
Test the sign of NEXT

i(it next number is = 0)

Subtract the number at LARGEST from it

if ult is -0 : 6
4 "Ts - ) Test the resulting difference

(if result is = 0)

Gump) , v
Replace the number at LARGEST by the number
at NEXT '

Print out the number at LARGEST @———

Stop

Fig. 2 Flow chart for finding the largest number of a set.

™™
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In the flow chart of Fig. 2 LARGEST and NEXT are our names for the
addresses in memory at which are stored, respectively, the largest number
found up to a given time in the process, and the next number being considered.
Each new number is examined. If it is negative, this is an indication that we
have reached the end of the set of non-negative numbers of the set, and we print
out the largeet number already found.

Another test is performed when we subtract the largest number zlready
found from the new number we are examining. If the result is negative we know
that the new number is no larger than the one we have already fcund, and we get
the next number. If the result is non-negative we replace the previously-found
largest number by the new one. These two tests each have two possible out-
comes. (The operation code X = 3 will be used in the machine code for this
example to allow the computer to take either the next sequential instruction or
jump to another one, depending upon the result of the test.) The next stop is to
rewrite the information which is contained in the flow chart in the form of a
program in symbolic code. (Fig. 3)

A feature of the symbolic-code approach is that symbolic location names
(such as ABOVE and LARGEST) are used to identify certain lines, that 18, steps
of the program. These names can be chosen arbitrarily and are used so that the
programmer need not concern himself about the identity of the exact locations at
which his program will finally be stored. For instance, the instruction ''SUB
LARGEST' means ''"Subtract from the contents of the accumulator the contents
of the memory location at which we have stored the largest number which we have
found so far;'' we have agreed to give this location the symbolic name LARGEST,
As another example the instruction ""JMP ABCVE'" means '"Jump to the line of
the program which we have given the name ABOVE; that is, the second line of the
program.' Notice that symbolic names are used to represent both data (LARGEST)
and instructions (ABOVE).

Assembly

Symbolic coding is clearly much easier than machine coding. It relieves.
the programmer of the job of assigning actual memory addresses to the lines of
his program and it allows him to think in terms of the convenient-to-remember
mnemonics instead of the numerical operation codes. Before the symbolic pro-
gram san be stored in the computer memory, however, it must.be translated
into muachine code. This translation process is called assembly. In present
times it is not usually carried out be hand, although we sh all do it here that way.
We shall want to illustrate that the assembly process is an orderly one, and
therefore one which itself could be (and now usually is) carried out by a properly
written computer.

Assembly customarily is accomplished in two steps, or passes. Each
pass in a single sequential processing of the symbolic program. In the first pass
memory locations are assigned to the lines of the program and consequently a
correspondence between symbolic locations and memory locations can be
established. These correspondences are listed in a symbol table. In the second
pass the various instructions are assembled. That is, each mnemonic is replaced
by the appropriate memory location listed in the symbol takle.
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FOIAMTRERRT FER AR TETTaRTTT TR

10 INP LARGEST

11 ABOVE INP  NEXT
12 CLA NEXT

13 TAC BELOW
14 SUB LARGEST
15 TAC-  ABOVE
16 CLA NEXT .
17 STO LARGEST
18 IMP ABOVE

19 BELOW OUT LARGEST
20 . HRS 00

21  LARGEST

22 NEXT

Fig. 3 A program in symbolic code.

‘ For our problem, we assume that the first pass assigns addresses 10
through 22 to the lines of the symbolic program, as shown at the left edge of
Fig. 3. On the second pass each line of the symbolic program is examined,
mnemonics are replaced by operation codes (from Fig. 1) and symbolic
names by memory address (from Fig. 3). The resulting program in
machine code is given in Fig. 4. The words at addresses 21 and 22 have

Memory Address Stored Word
' (XYZ)
10 0 21
11 0 22
12 122
13 - 319
14 721
15 - 311
16 . 122
17 6 21
18 811
19 5 21
20 9 00
21 (0 00)
22 . (0 00)

Fig. 4 - An assembled program in machine code
located with the initial instruction at address 10.

been assembled as zeros. However, it is actually unimportant what the initial
contents are at these locations because when the program is executed they will
be erased before new information replaces them.

3. Computing the sum of the first N positive integers

Writin&the Program in Symbolic Code

As another example consider the writing of a program to compute the sum
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of the first N positive integers (sum =N + ... + 2 + 1). The program is to

work for all integers N for which the sum can be stored as one word in the
computer memory. This means that N must be in the range from 1 to 45. (Why
is this so?) The value of N is printed on and read from an input card; the result-
ing value of sum is to be printed on an output card.

A flow chart for our problem is given in Fig. 5. There are two quantities,
sum and count, which are changed during the computation. (We shall use
underlined lower case script to denote the contents at a particular address with
the same symbolic location name. For instance, sum is the number contained
at the machine address which has been assigned the name SUM,) The quan-
tity sum at a given time has a value which is the partial sum of all the integers,
from N downward, which have so far been added together. The quantity count
is the largest integer which has not, up.to that time, been added to the partial
sum. The initial values of sum and count are set to zero and N, respectively.
The updated values of count 18 tested immediately after it is decreased by
one to detect when it first becomes negative. At that point the summing is
stopped and the answer, sum is printed out. Until then the procedure alternately
causes (i) the partial sum to be increased by the largest integer (count) yet to be
added and (ii) this integer to be reduced by one. '

Start: Set sum to zero

Set count to N -

y | (<0)

et TSt COUNE

L (=0)
. Increase sum by count

Reduce count by one

e

Print out sum @———eee
Stop

Fig. 5 Flow chart for summing the
first N integers.
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" perienced programmer would actually ever write for our problem. He would

start: Clear sum to zero

N
Put value of N at count
(and also into the accumulator)

. , v (if count is -20)
—a Test the sign of count —_—

(if count is > 0)

: .
Add sum to count and store
the result as the new sum

Put count into the accumulator, subtract - oo

(jumpf . C one {rom it, and store the result as
the new count

Print out sum -

|

Stop
Fig. 6 - A more detailed flow chart for
summing the first N integers.

The flow chart given in Fig. 5 is about as detailed a one as an ex-
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