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DEMCNSTRATE AN APPROACH TO CLASSIFICATION AND ACCREDITATION
WHICH TAKES INTO ACCOUNT THE INDIVIDUAL CHARACTERISTICS OF
EACH DISTRICT. PART 1 OF THE REPORT DISCUSSED THE SCIENTIFIC
ISSUES AND CONCEPTS CONCERNING SCHOOL DISTRICTS AS A
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PREFACE

What is the subject matter of this report?

This rébort describes an empirical approach to the study
of organiza%ionaz and démogrdphic characteristic%’of school
districts. The particular approach set forth is the result
of research work which was initiated as "A Study of Certain
Characteristic Patterns of Elementary School Districts in
Wisconsin". The initial conceptualization and plan of the
study were relatively restricted, but as the work progressed
and certain methodological problems were solved it became

»i clear that the empirical approach and technical developments
| had considerable generality in terms of their applications

and implications.

For the purpose of stating clearly the broad applications
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and implications of the research methodology, the conceptuali-

zation of the
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project was reformulated as "Multivariate Pro-

cedures for Stratifying School Districts”. This conceptuali-

zation is reflected in the organization of the report, which

N consistis of three major parts:

Part One

Part Two

Part Three

discusses the scientific issues and corcer :s
concerning school districts as a population
of organizational entities, and the technical
and statistical problems involved in studying
a population or sample of these entities.

presents the statistical methods and techniques
appropriate for the study of a population of
school districts, and the data processing pro-
cedures necessary for manipulation of avail-
uble information.

provides several exemplary applications which
demonstrate the broad utility of the approach
and the flexibility of the general procedures
when applied to specifiec research problems.

Of what importance is the research reported herein?

A first glance at the body of this document will under-

standably dismay the non-technical reader. The text is laced

with technical terms such as "descriptive complexity", "repli-

cubility"”, and "generalizability". So-called jargon, on first

sight, often evinces doubt about the meaningfulness and relevance

of the research from the viewpoint of practicing educational

administrators. Certainly the non-technical reader cannot be

111




expected to digest and assimilate the various "gymmastics"
of statistical manipulations such as those discussed in

Part Two. .

\ The apparent complexities of the mathematical and
statistical manipulations should not, however, cloud the
fundamental issue to which this report is addressed, for
these issues have great importance for administrators in

various types of educational organizations.

Practicing educational administrators are repeatedly
confronted with problzms involving a large number of educa-
tional coZZeétivities. For example, the director of a
Regional Educational Laboratory is concerned with numerous
and varied school districts contained within his territory.

On one hand, it is impossible for him to attempt to plan an
activity in which each individual district will be considered
as a discrete entity with its owm individual characteristics.
On the other hand, it is foolhardy for him to consider dealing
with the population of districts as though they were homog-
entzed, or as if each was highly similar io the others.
Practicality requires that he find some way of differentiating,
for a variety of purposes, among districts so that those
.having stinilar characteristics are grouped together while

those which are dissimilar are separated. One approach to

solving such a problem has been to classify distriets. according

v




Y

to student enrollment size. Such a classification achieves
a sitmplification of the situation and the complexity is reduced.
However, as most practicing administrators are aware, such an
approach tends to oversimplify the situation. It fails to
recognize other irportant characteristics of the districts,

| such a; the socio-economic milieu within which they operate,

the internal complexities of the agencies, and the demographic

character of the school attendance areas.

The need for différentiating among school districts is one
of the basic problems faced by state officials responsibie for
the distributicon of state aids to local school districts. The
key question posed by this problem is: How can the individuality
of each dist}ict be recognized in a classification and/or ac-
creditation scheme which will allow effective and equitable dis-
tribution of funds, consistent with the objectives and criteria
of a state support program? In Wisconsin, for example, a tri-
chotomous classification of districts has served for a long time
as the basts for distributing state aids. Historically, use of

; these three classes has achieved the purpose of supporting,
stimulating, and motivating local districts in the improve-
ment of their educational programs. Now, however, over 60£
of Wisconsin districts fall in the same category and are
treated as if their needs were equal and of the same kind.

This report deces not provide any specific, tmproved solution

RS




to this general problem. It does, however, sharply focus
attention on the problem of constructing district classifi-
cation gchemes, by deseribing and demonstrating an approach

to classification and/or acereditation which takes into account

the individual characteristics of zach district.

The crux of the classification and/or acereditation problem
18 that it i3 not feasible to treqt each digtrict as an individual,
discrete. entity by developing idiosyncratic rules for say, dis-
tributing state aid. Nor is it efficient, effective or fair
to treot all districts as though there were no differences
among them. District needs vary over the years due.to changea
in the school-community being served and in the organizational
character of districts. These comments are not meant to imply
that the problem of classifying distriets has been negilected,
or that it is an unstudied problem. Concern for differentiating
among districts is continually evidenced. For example, a
practicing administrator may say "You don't launch a new pro-
gram of in-gervice teacher training in 'down-state' districts
in the same way that you initiate such a program in our largest
city". But how can the individuality of districts be em-

pirically recognized and pragmatically taken into account?

The purpose of this prefactory discussion--and indeed of

the total report--is to emphasize the importance of recognizing
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that there are many characteristics which differentiate school
districts, and that they should be and can b~ used for practical
purposes. Furthermore, it is important to establish operationally
and empirically the exact nature of the differential relation-
ships whkch exist among a set organizational entitites such as
school districts. In this vein, the basic function of this
report is to describe a particular set of tools useful in the
pragmatic consideration of school district individuality. The
exact procedur-s described in this document are not recommended
as ultimately ideal solutions, but they do 1epresent exemplary
solutions to the basic problem. And, they demonstrate that em-
pirical and syétematic approaches can be made toc the difficult

and complex--but important--task of accounting for individual

differences within a population of school districts.

The utilities afforded by an appropriate, empirical classi-
fieation of school districts are numerous and varied. Several
possible uses are discussed in Parts I and II of this report

and are illustrated in Part III.

One of the most noteworthy uses of a stratification
(classificiation) scheme 1is in économizing the study of school
districts, in terms of time, effort and money. For example,
the need for securing information about an entire state edu-

cational system doeg not mean that all districts in the state
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must be surveyed. A stratified random sampling scheme can

be used for gathering information from a fraction of the
distriet prpulation, and only minute losses in the precision
of summary data will occur. The use of such efficient sampling
techniques is accompanied by significant reduction in the costs
of information collection. One example of this type of utility

is given in Part III Section D of this report.

From what viewpoint and background was this research undertaken?

The style and tone of this report might understandably
suggest to the reader that the research was an exereise in the
manipulation of a grand conceptualization invoking a methodological,
statistical pq;adigm. The initial formulation of the research
plans arose as a response to a particular prcblem concerning the
selection of a sample of elementary school teachers in the state
of Wisconsin (see Part Three). Initial discuseions for the pur-
pose of achieving this goal took place in the fall of 1963 be-
tween staff members of the Wisconsin State Department »f Public
Instruction and a research team of the.University of Wisconsin
Irgtructionul Research Laboratory. During the following twelve
monthg, much of the preliminary planning and preparatory work
was accomplished and was culminated by the submission to the
U. S. Office of Education of the proposal for the project as
it wae initiated in June, 1865. This preliminary work involved
preparation of the specific details of the research plans, desigm

of the data macirix, methode of applying the analytic results to
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sampling problems, decisions about variables which would form
the input for the computational analyses, and outlines and

tests of some of the necessary computer programs.

Thus the approach to investigating school distivets de-
ecribed in this report evolved inductively from contiﬁuing con-
sideration of a particular problem until the broad, general im-
plicaticons of the approach became apparent to the research teanm.
Several comments concerning the history and developments of the
research work are appropriate for the purposes of indicating the
favorable conditions under which the project was executed, and
éf describing some of the logistic difficulties which the

regearchers encountered.

The planning activities were co-incident with the develop-
ment of a data processing system iz the Wisconsin State Depart-
ment of Public Instruction (WSDPI). Without this system, the
organization, tabulation, and storage of the input data would
have been a task of such magnitude that it is quite likely that
the work reported here would never have been undertaken. Data-
mation has exerted a significant impact on the management of
education. However, the technical aspects of such systems are
frequently rot understood by personnel inexperienced in the
logistics of automatic computing machinery. Some of these
technical difficulties confronted the researchers for the duration
of the project. For example, the WSDPI data processing system
used IBM machinery, while the University of Wisconsin C"omputing

Center used a CDC 1604 system. These two computer systems are
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not precisely compatible for writing and reading data stored :
on magnetic tapes--a problem which ecan be corrected by improve-
ments in the manufacture of the electronic mechanisms. One

specific difficulty of this kind arose when data written with

IBM equipment had to be read by a CDC mechanism. This re-

sulted in errors of'varioué kinds during transfer of tape-stored

data.

Such difficulties can be solved. But the solutions take
time and eontinuous monitoring of computations, so that mistakes
can be identified and corrected. It should be noted, however,
that such difficulties are relatively minor when the aqlternative
18 consideredé the manual manipulation of thousands of punched

cards gathered from several different sources.

Another pertinent historical comment concerms the analytie
methods and their computational applications.‘ The procedures
described inthe report involve the application of complex multi-
variate statistical techniques for the purpoge of summarizing a

large quantity of data entries and variables. The analytic

design required the computation of exact distributions of factor
scores; two computational techniques were necessary to construct
the scores. The psychometric basie for one of thgse techniques
depended on work which C. H. Harris completed in 1962. Harris'
work extended a basic mathematical formulation of L. Guttman

which was published in 1953. The application of these statistical
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procedures to the study of school districts, as deseribed in
this report, is believed by the authors to be the first such

use in educational research.
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PART I;

PURPOSE AND GENERAL APPROACH

Section A = Rationale: The Need for a Multivariate
: Stratificatior; Scheme

Section B = Objectives: The Desired Outputs of the
Project

Section C = Overview: The Algorithm and Its Empirical
Perspective
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PART |

SECTION A

RATI ONALE: THE NEED FOR A MULTIVARIATE STRATIFICATION SCHEME

The Local Education Agency (LEA or school disirict) is a focus of study or a

L] Ll Ll Ll L] Ll L] L] ]
sampling unit in numerous and varied educational research investigations.” There are

n
% \

two general reasons for researchers being concerned with the LEA.

One reason is that district sampling may be a necessary step in an hierarchial
sampling plan, the final target of which is schools or persons. Because of administrative
considerations, such a plan requires that a disfric.f (or several districts) must first be se-
lected in order to clear channels for gaining research access and cooperation. This is
especially true if district personnel are to be active in the research process (e.g. see

Ryans, 1960, or Carter and Sutloff, 1960).

A second reason involves the direct study of district characteristics. Occasion-
ally differences among districts are stated to be an important factor, or maior-source of
variation. A preliminary goal of some such research is to describe district characteris-
tics in a limited empirical fashion. Some studies have pursued this in depth, endeavor-
ing to define or discriminate among "types" of districts using measures based on some
broadly conceived criterion variables. One of the more important and popular kinds of
criterion variables is the adaptability of various types of school systems-~often defined
in terms of organizational tronsformation or of the adoption of educational innovations.

An early and well-known study which endeavored to discriminate among types of dis~

tricts on an adaptability criterion variable was executed by Mort and Cornell (1941);

| Reported investigations are distributed throughout much of the educational research
literature; two sources in which they are frequently cited are particular issues of the
Review of Educational Research, entitled "Educational Organization, Administration
and Finance" (October, 1961 and October, 1964). '

'
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a more recent study with a similar purpose has been reported by Carlson (1945).

But a review of relevant literature indicates that approaches to sampling or
studying school districts in educational research can be generally characterized as un-
systematic or otherwise inadequate (see Cornell, 1960). The probiem confronted by
this project was to dev.elop <;n approach to the characterization and sampling of LEAs
which would overcome or circumvent certain typical methodological pitfalls. A syste=
matic methodology for studying LEAs is becoming increasingly necessary because LEAs
are becoming increasingly important; the local district has become more powerful as the
organization through which educational policies and techniques are developed and
channeled. Also, the development of a systematic methodology is now feasible be-
cause of progress in the applications of two research tools: one, high-speed electronic
computing machinery and associated data banks and, two, new multivariate data

analysis techniques.

In the remainder of. this section, some common research practices are de -
scribed and exemplified and inferences are drawn which provide a background for dis-
cussing the particular multivariate approach developed in Part Il and demonstrated in
Part 11, Section B of this Part is given to a description of project objectives, and
Section C provides an overview of the development and use of the methodological

algorithm.

This section has been titled, "Rationale: The Need for a Multivariate
Stratification Scheme". Establishing such a need has two facets: first, the preceeding
paragraphs have indicated that a systematic methodology for studying LEAs is important
in educational research; second, the remdinder of the section will indicate that such a
system is not found in the reported literature. But the concern in the review of litera-
ture will not be for "criticisms”, in the negative sense of the word. Rather an attempt

is made to educe and evolve from the literature criteria Jor development of a methodology .

]
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Inter-district variation is not always an acknowledged source of variance in

educational research, but it is on implicit one in any study which treats districts as
sampling units cr observational entities. For instance, many studies collect (':Zlnd process ;
data from several districts to ensure "representativeness”, but their reports do not in-
clude information about the ‘dimensions used to sample districts==if, indeed, dimensions ;
were used~-or about the.variation of the criterion characteristies among the districts.
Typical of sampling descriptions given in such reports is the statement that "Figures

below are based on the endorsements given to variations of attitude by fifty northeastern §

New Jersey secondary school principals” (Berthold, 1951), or "The answers to thes= 4

questionnaires provide basic information concerning 433 parochial elementary schools

R T Sl

in 29 states... Teachers reported on 41 different schools while they attended the regular
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summer session. There is no reason to believe that this is a skewed sample of parochial
school teachers, or that these women are biased in a way that other similar teachers
wouid not be" (Fichter, 1958). When reviewing the literature on the social backgrounds

of teachers, Charters (1963, p. 771) concluded that "it is impossible....to compare the

results of one study with another. "

Whether systematic individual differences among districts affect research
results exp licitly or implicity, the results of studies which involve the school district as

a sampling unit are typically difficult to generalize beyond their particular contexis.

Also, it is usually difficult to compare results across such studies. Such limitations are
related to three general classes of research manipulations: 1) describing school districts,
2) comparing results of separate studies, and 3) selecting dimensions with which to dis-
criminate among districts. These are three distinct but related methodological issues,
and they are respectively related to theoretical concerns for 1) sufficient descriptive

complexity, 2) replicability, and 3) generalizability. These three points are given here

N
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not only as criticisms of typical research, but also as criteria for the stratification
system developed in this study and specifically described in Parts [i and i, 1t is there-
fore necessary to explicate the importance of each point. The explication is given in

the remainder of this section and a summary is presented in Table 1.

SUFFICIENT DESCRIPTIVE COMPLEXITY

\ 1,
Dimensions typically used for describing and discriminating among districts

are inadequate: research studies are limited by definitions of descriptive dimensions,
and by oversimplified district characterizations. If the study of school districts is to be
scientific in any sense, then an empirically rigorous taxonomic system is required for
describing and differentiating districts. An adequate classificatory system is nu less
necessary in the study of institutions than in any other field of scientific inquiry:
Classification is one of the fundamental concerns of science.

Facts and chjects must be arranged in an orderly fashion before

their unifying principles can be discovered and used as the basis for

prediction. Many phenomeria occur in such variety and profusion

that unless some system is created among them they would be un-

likely to provide any useful information (Sokal, 1966).

The act of making discriminations among districts=—even if the distinctions

are only dichotomous--necessitates the definition of a dimension of discrimination. In

the process of iaentifying, labelling, and working with such a dimension, the researcher
is frequently faced with a dilemma. On the one hand, a researcher might choose a
replicable and operationally sound dimension which oversimplifies the differentiations
among districts, with a corresponding loss of meaningfulness. On the other hand, if

he wishes his procedures to reflect more accurately the complexities of district charac-
teristics, he finds it difficult to define dimensions which are operationai and manipulable.
For instance, an investigator may feel that "district size” is an important distinction

to make among respondents in his study. Though enrollment totals are typica:ly employed

v
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TABLE 1

Summary of Methodological Issues
5\ - N

Issue Hazard Criterion

1. Description Insufficient characterization of Sufficient Descrif *ive Complexity
| LEAs and failure to utilize rele- -
vant information, resulting in
oversimplification and disregard
for the complex structure of
these organizational entities

2. Comparison Ad hoc categorization of LEAs Replicability
| and ilT-defined and unreported
selection’procedures resulting
in the indbility to test and ac-
cumulate knowledge.

3. Selection A posteriori classification of Generalizability
LEAs, resulting in the confound-
ing of district differences with
other dimensions peculiar to the
particular sample.
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as stratification variables in such studies (for instance, see Ryans, 1960; Schunert,

1951; or Barnes, 1961), the investigator may feel that other indices of size==such as

the number of teachers employed in the district, or the number and capacity of school
buildings--are also important indicators. There would be no problem in such a case if
the various indicators of "district size" were perfectly correlated, but thix is infrequently

true. N

A criterion, then, for procedures which characterize, categorize, or stratify
school districts is that they incorporate sufficient descriptive complexity and thereby

acknowledge the multivariate nature of school district characteristics.
REPLICABILITY

Procedures for categorizing districts are often project-unique. When researdjgrs
need to establish procedures for discriminating among districts, they often rely upon ad
hoc rational schemes for district characterization. Such schemes are often bhased on the
nature of the particular content being researched, and on the investigator's familiarity
with the districts in which he works; consequently, the assignment of districts to strata,

types, or clusters is far too often based on the use of impressionistic observations.

An example of a selection scheme which would be very difficult to replicate may
be found in Pierce's (1947) siudy of factors related to adaptability. His sample of dis-
tricts was recruited from the "Metropolitan School Study Council”, which is

-+« @n organization of relatively wealthy communities located,
with the exception of a small number ..., within the metropolitan
area of New York City, including eight communities from within
the city .. It was not possible in the final analysis to include
every community in each phase of the study due to incomplete
data on some of the measures. Conclusions and statistical analyses
are based for the most part on data from 48 communities.




It seems appropriate to point out the richness of this
setting for a study of this kind. Probably no other grouE could

afford a better background for the study of factors which may be

related to muking good schools ...

Clearly, the selection of the "sample" for this study was determined more by ~on-
venience than by an a Eriorf proscribed rationale. It is also clear that any investigator
who wished to replicate the study would have to seek out those same 48 communities

and their districts; he has no basis for defining an independent, but somehow comparable,

sample of districts or communities.

Brur..-2r (1957) later wrote that Pierce had

. . . shown most elaborately through statistical techniques that
what a school is is determined far more by what the community
is than by what goes on within the four walls of the school

building (p. 79).
Such a conclusion seems hasty,. in view of the ambiguity of the school selection procedure
used in the study, and in view of the fact that Pierce did not directly compare the impact

of community characteristics with that of "internal” school characteristics.

A study by Duncan and Kreitlow (1954) is another example of one which weuld

be difficult to replicate because the manner of defining the sample is unclear. In this

study,

. .. data were obtained by personal interview in 38 rural neighborhoods
located in ... [various parts ]...of Wisconsin... The neighborhoods
were selected so as to constitute 19 maiched pairs, one in each pair
being homogeneous in ethnic and religious characteristics and the other
heterogeneous in these respects. The two neighborhoods in each pair
were matched on... Bocio-demographic] characteristics. The 19 pairs
represent a range of agricultural land types, types of school system and
specific major ethnic-religious groups in the state (p. 350).

If another investigator wished to replicate this study in a different location, he would
need much more information about the identification and classification of "neighborhoods"

than that provided by these authors, such as: What are the characteristics of the popu-

*
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lation of neighborhoods from which the 38 were selected? Exactly what was the
selection procedure used in identifying the 38? What are the operational definitions
of and the criterion cut-offs for "homogeneity" and "heterogeneity"? What was the
attrition rate; that is, how many neighborhoods had to be excluded from the study be-
cause they didn't 'match up'. properly?

\ \
In a study such as Duncan and Kreitlow's, a more attractive alternative to

the sampling problem is to: 1) identify a population of 'neighborhoods', 2) develop a
theory-based but operationally-defined scheme for classifying neighborhoods as
*homogeneous' or 'heterogeneous', 3) partition the entire population into these categories,

4) diaw random sampies of neighborhoods from each of these two clusters, and 5) use

demographic variables as covariates, if statistical control oer them is Jdesired.

Although it is usually-methodologically sound for the categorization or stratifi=
cation of districts to be based i;pon variables which have apparent theoretical relevance
to the content of the research; it is not desiable for these procedures to be largely
determined by the idiosyncratic aspects of individual studies, for the cumulation of
research findings is attenuated or prohibited. The criterion of replicability, then, fora
general system which characterizes, categorizes, and stratifies school districts is that
the system allows ihe cross-study comparison and infegration of results which are not now
possible. That is, the applizations of the system should be replicable. Of course, the

system must pemit the selection of dimensions (within the system) considered relevant

for particular research interests.
GENERALIZABILITY

Prior selection of districts to be studied often determines dimensions for cate-

gorizing districts. For purposes of this discussion, generalizcbility is eq-uuted with the

P
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avoidance of bias due to sample selection procedures. One type of biasing condition
consists of identifying a few (sometimes only two) districts which will grant access to
do research, executing the research and finding differences between or ameng disiricts,
and then comparing districts on the basis of descriptive characteristics in an effort to-

find some hindsightful way to explain the results.

\ A recent study ‘of problem solving among elementary school teachers (Turner,
1964) describes a procedure for selecting school districts which may impose stringent
limits on the generalizability of the outcomes. Districts which might have cooperated
in the research were selected on an "invitational" basis. At first, 25 Indiana systems
were invited to participate in the research; twelve of these either did not accept the
invitation or weie exciuded because they did not employ any inexperienced teachers,
who were to be the primary respondents for the research. Other districts had to be dis-
carded irom some subsequent arialyses because their few beginning teachers did not stay
for the two-year duratior: of the study. The basis for selecting the districts to whom the
original 25 invitations were se:nt is not made clear in the report. After the study was well
under way, the investigators developed a method for "typing" the 13 participating dis-
tricts, based on equalized property valuation, and the ratio of working-class to middle=
class children in a district. The purpose of this phase of the project was to dotermine

the relationship between the "type" of district and selected characteristics of teachers

in the districts.

Inferences about such relationships might have been stronger had the investi-

gators first identified a population of districts and "typed" each of them, and then

selected districts from types (preferably at random) until they had secured enough LEAs
which employed first-year teachers. it would remain to persuade the sampled districts

to cooperate. As it happened, the criferia of having the right kind of teachers and being
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willing to cooperate were applied prior to the sampling of districts, and the “fypolbgy"
procedure was thus applied to a small and probably biased sub=set of the population of
districts. Grab-group samples are not likely to be representative with respect to
measured characteristics, because "grabability" is doubtless correlated with other im=

portant qualities which differentiate districts.
\ .
Limitations on generalizability also occur when cases from a population of dis-
tricts are eliminated because data are inconvenient. For example, study by Terrien and

Mills (1955) contains a sequence of eleminations of districts which certainly biased the

outcomes of the research,but in some unspecified way:

Of the 1747 elementary districts in California, data were secured on
732: Because of the fact that in organizations of less than ten persons
one person does several jobs of both an administrative and non -admini-
strative character, it seemed justifiable to remove from consideration
those 468 elementary districts in which the total organization numbered
less than ten .. Of the 245 high school districts, data were secured on
100... four districts were less than ten persons in size, and these were
removed....

[~3

Such a practice would be less serious if relevant differences between the "eliminated"
greup and the "retained" group could be described. However, such information is not
made available; in fact, the possibility of bias by differential elimination cannot be

detected because selection and elimination procedures are not fully discussed.

C...L 1|
JUGH |

imitations are serious because dependent variables are frequently correlated
-with relative availability of data. Almost always, some differences can be found among
districts which are correlated with and appecr to explain the results of the research. Such
policies are variously known as "taking advantage of chdnce", "fishing in polluted data",

"exploitation of the grab group”, or "a posteriori hypothesizing". By any name, the .

practice violates a host of principles of sampling procedures and scientific and statistical

logic.




A criterion, then, for a system which characterizes, categorizes, and

stratifies school districts is that the application of the system be unbiased and generaliz-
able. The advantage of such a system is that its availabiiity might encourage analytic
procedures more sound than the search for descriptive schema which will "discriminate "
among a few districts selected for study because of their proximity, or willingness or

ability to cooperate.
\ i
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PART |

SECTION B
OBJECTIVES: THE DESIRED OUTPUTS OF THE PROJECT

The goal of the research described in this r eport was to provide for the
empirical characterization and cat egorization of a defined population of school

L]

aisf ricts. h

The two dominant objectives were therefore to develop one general system
for character ization and stratif ication of LEAs and to illusirate the utility and appli-
cability of the system. The system was conceived and formulated as a genc.ral
met hodological algorithm"]wf:r measuring, stratifying, and sampling districts from
a population. Because the investigators considered districts to have multivariate
complexity, multivariate analyses have been the bases of the methodology. The basic

outputs of the algorithm, therefore, are multivariate descriptions and measures of

dist ricts and multivariat e sampling paradigms.

Three kinds of criteria shaped the dévelopmenf of the algorithm: A) Funda-
mental Scientific Criteria, B) Research Util ization Criteria, and C) Practicality
Criteria. Detailed discussion of these three kinds of criteria are given in this section,
and a summary is given in Table 2. The derived algorithm is operationally described

in Part 11, and illustrations and applications are given in Part {1l ,

FUNDAMENTAL SCIENTIFIC CRITERIA

-

The scientific criteria have already been discussed in Section | .A. They

are a) sufficient descriptive complexity, b) replicability, and c) generalizability.

The definition for algorithm in this report will be that given in the Random House
Dictionary of the English Language: "any particular procedure for solving a certain
type of problem", where, in this case, the problem is the empirica! stratification

of a population of school districts.

i\ st b e e
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TABLE 2

Summary of Criteria

, e
Kind ., Criterion
\ . epme . . ~“ . . ' e geo .
A. Scientific Criteria 1. The dimensions should reflect the multidimensional

complexity of districts.

2, Applications of the algorithm should be repli-
cable.

3. Outcomes of those applications should be
generalizable and unbiased.

B. Utilization Criteria 4. The algorithm should allow precise and concise
descriptions of districts.

5. The algorithm should allow comparison and cate-
. | gorization of districts.

{ 6. Analytic comparison with outside variables should
be possible.

7. The algorithm should facilitate sophisticated
sampling for a wide range of studies concerned
with school district variability.

C. Practicality Criteria 8. System data inputs should be extant and im~
mediately available.

?. System outputs should be meaningful and directly
useable.

10. Special system outputs should be obtainable for
particular research interests.
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In Section |.A they were stated to be guiding principles for the design of the
algorithm. Here, further comments will be made concerning certain practical aspects

of the criteria.

Sufficient Descriptive Complexity. School districts are political, geographical,

administrative, sociological entities. Within practical limitations, the array of input
Y

information should be selected and prepared to reflect and indicate as many aspects as

possible of school district characteristics. And in summarizing and compositing the in-

put information, care should be taken to avoid oversimplification.

Replicability. To make comparitive and longitudinal studies possible, it is

desirable to be able to update the algorithm periodically. For input availability and
structure and the composition of the population change across time. Also, it should be
possible to transplant the algorithm to other populations where similar inputs are avnil~-
able. Then, for example, sfudies made in Wisconsin could be compared to studies

made elsewhere.

Generalizability. The algorithm shou!d be comprehensive. That is, all the

unifs in the target population (for this study, all the elementary school districts in
Wisconsin) should be included. And all dimensions arising from the algorithm should

apply to all the units in an unbiased way.
- RESEARCH UTILITY CRITERIA

The use of multivariate methods in the exhaustive application of a comprehensive
paradigm to a population of districts should yield dimensions which have utility for
these general research processes: description, comparison, logical analysis, and

sampling. In the following paragraphs these processes are briefly discussed: Their re~
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quirements are stated as criteria in the development of an algorithm; and, as illustra-

tions, previews cre given of the ways in which the present algorithm meets the criteria.

Descrintion. An algorithm should uncover meaningful dimensions on which the

units vary, dimensions which are intrinsically valuable for developing and verifying
flleoretical notions on the nature of school districts. In the present itudy, the wide range
‘s

of input information was reduced to a small number of independent and meaningful

dimensions.

Comparison. It should be possible to partition the ponulation of districts into

clusters such that the clusters are homogeneous internally and heterogeneous with respect
to one another. One clustering specified by the present algorithm is described in

Section {Il1.B. Furthermore, the present algorithm allows specifying new clusterings based

" on any selection of the characterizing dimensions. Qualitative and quantitative comparison

can then be made between clusters or "types" of districts.
P

Logical Analysis. It should be possible to analyze the dimensions derived with-

in the algorithm as possible sources of variation in understanding and explaining the dis-
tributions of other variables across the districts. Deming (1953) makes a useful distinction
between analytic and enumerative uses of research data: "In the analytic problem, the
action is to be directed at the underlying causes that have made the frequencies of the
various classes of the population what they are;, in order to govern the frequencies of

these classes in time to come." Cornell (1954) demonstrates that most educators are in=

terested in analysis. The present algorithm can be utilized to examine relationships

between the complex, derived dimensicns for characterizing and diffel;enfiaﬁng dis~-

tricts ( independent variables) and other dimensions which have intrinsic value for

4

particular research interest (dependent variables). This utility, of course, will depend

on the meaning or interpretability of the derived dimensions and on their theoretical

relevance to the dependent variables. )

R T




17

Sampling Techniques. fhe algorithm should faciliiate sophisticated sampling

for a wide range of research applications in which schocl district variability is of con-
cern. This concern may be for the need to define an especially efficient or especially
generalizable sample. Or this concern may be for defining a sumple which is highly
variable. The present olg.orithm allows the selection of stratified samples which meet

these needs, as illustrated in Section I11.D.

PRACTICALITY CRITERIA

While methodological criteria are concerned with the various kinds of research
goals for which an algorithm should be useful, .criferio of practicality or feasibility are
related to the probability that the system will be implemented. If the establishment of
the system is extraordinarily cumbersome, involved, and tedious, there is little chance
that it will be implemented, ‘no matter how i Imposing is its justification on fheoreflcol
or methodological bases. Beccwse of the availability of automatic computing mochmery,
implementation need not be prevented by the necessity of massive amounts of purely
mechanical operations. But implemeniation requires information to be available and
well designed procedures for treoiing it to be designed. Three practicality criteria,
then, for an algorithm which characterizes , categorizes, and stratifies school districts
are: a) availability of inputs, b) meaningfulness of outputs, and c) variety of outputs,
These criteria are explained in the paragraphs which follow: they are. dit first
stated negatively, as possible obstacles to the development of an algorithm; then, as
illustrations, previews are given of the practical solutians possible within the present

algorithm.

Availability of Inputs. There would be little advantage in developing an

algonfhm which requires the planning and executing of a special large=-scale data

PRI : AL i i e A e R
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collection venture solely for the purpose of stratifying. The data for the present
scheme are collected and filed in a data library which is at present sparingly used

for any research work. The set of inputs is comprised of this data and certain pro-

grammed transformations of it.

Meaningfulness of Outputs. Multivariate unalyses sometimes produce com=-

;osites which are high\ry efficient representations of original data but which are very
difficult to interpret. If a multivariate system of data reduction yields essentially un- f
interpretub‘le; results, it is very uﬁlikely that it will I;e employed as a methodological . ﬂ

" ‘
tool for field research, In the present study, two different multivariate techniques o]
were fried, and the one which produced more interpretable dimensions was selected.
Also, the computer program which derives the stratification clusters was designed to

produce summary characteristics of the districts in each cluster; thus stratifications are

not presented as a bare struc:ure but rather as anngtated fypology.

Variety of Oufpufs'. No single stratification, or set of dimensions, is suffici~

ent for use in all research problems. The present algorithm allows researchers to select
from a variety of dimensions- those considered relevant to their particular interests.

An illustration of such selection is given in Section 111.C.
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| SECTION C
OVERVIEW: THE ALGORITHM AND ITS EMPIRICAL PERSFECTIVE

An algorithm for characterizing and categor izing the populat ion of Wis cons in
el ementary school districts h-as been desi gned and performed. It was inspired by the needs
discussed in Section 1.A and its devel opment was guided by the criteria and objectives
stated in Section 1.B. The algorithm is a series of operat ions, and these operations are
exhaustivel y specified in Part I1. In Part |1l the appl ications of the outputs of the al-
gorithm are presented. |n this section an overview of the algorithm is given and is followed

by a perspective on the design, operation, interprefation, and evaluation of the algorithm.

OUTLINE OF THE ALGORITHM

The general algorithm’is summarized in Table 3. It has four major components nd
each component has a list of associated operations. The summary outlines the series of
operafions which have been perf;:rmed with respect to the population of Wisconsin elementary
school districts. The summary is general: a complete specification of the algorithm is pre-
sented in Part Il . |n the paragraphs which follow, some comments are made about the major

components of the algor ithm, and references are made to the relevant sections of Part 11.

Determine and Manipulate | nput Array. The algorithm does not involve ¢ special

- data generation program, for use is made of banks of data created and maintained for other
- purposes, such as accounting. Therefore, when the population is defined, the next step is
to search out and identify what data is available and fo organize and collate it for the pur-
pose of determining what can be extracted from it. The process of extract:ion requires in=
genuity in manipulation and is guided by subsfﬁntive theorizing. Indicator variables result

from the extraction. For the present study, the results of the search for data and the specifi-

cation of the indicator variables constructed are presented in Section Il.A.




TABLE 3

|
!:g
[
'!

SUMMARY OF THE ALGORITHM

Components of the Algorithm Operations within the Components

~ :
\ determine and - define population

m mipulate & - = — = identify available data

collate data files

input array
construct indicator variables

- :

" investigate indicator distributions

investigate and

o e e ansform indicator ar
regularize indicator transform cator array

variables cC-=-=-- determine indicator interrelations

adjust indicator array

T

" determine. indicator correlations
construct
composite € m investigate factor structure
| measures select factor model
compute factor measures
L
- interpret factor structure
design, prepare, investigate distributions of factor measures
and test utilization e — - form primary multivariate stratification

schemes

study primary stratu
design analytic applications
devise sampling schemes

-




Investigate and Regularize Indicator Variables. The distributions and the inter—

relations of the indicators must be displayed and checked. The later operations require com-
plete data and at least an approximation to normally distributed, linearly interrelated in=
dicators. Thus transformation and adjustment of the indicator variables may be necessary.
For the present study, some values of some indicators were missing==that is, unavailable

or untomputable. The investigation and resolution of this problem is discussed in Section

Construct Composite Measures. The varicbles derived from the source data are

conceived of as indicators of the important dimensions along which the organizational units
vary. So when the indicator array has been produced and regularized, the algorithm calls

for a . investigation of the multivariate structure of the indicators. From the indicator correla=
tion matrix, a number of mulfivar'iafe models are calculated. The most meaningful and
parsimonious is selected, and the'measures corresponding to the independent, uncorrelated
factors of this model are scmpuied. That is, from the many indicator variables, a few im=
portant composite measures are derived. The techniques employed are discussed in Section

I.C.

Design, Prepare, and Test Utilization Schemes. The output of the previous com-

Ponent operations of the algorithm provide the means for aiding four basic kinds of research
processes. One, the data's structure within the selected multivariate model and the dis-
tributions of the associated measures allow description of the characteristics of the popu=
lation. Two, by transforming and crossclassifying the medsures, a multivariate stratification
of the units is obtained; thus the units and fypes of units may be compared, Three, the
measures or transformed versions of them may be combined with outside variables in the pro-
cess of logical analysis. Four, stratifications of the units derived from vﬁrious crossclassifi-

cations of the measures determine sam#ling plans. The programs and techniques for accessing

+
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and arranging the output measures in the ways required for the realization of these schemes

- N I

are discussed in Section |1.D, and illustrations of their performance are given in Part iil,

EMPIRICAL PERSPECTIVE

The various criteria stated in Section |.B were ideals toward which the investigators
aimeé the project. The algorifhm produced is a single and somewhat restricted realization
of the ideals. The investigators' approach has intentionally been methodological and pragmatic.
An alternative stylistic appreach would have been substantive. |t might have involved, for
example, a more thorough logical analysis of input variables and an exhaustive theory of
the organizational nature of school districts. Knowledge of individual differences among
school districts is limited, and because the substantive approach requires prior systematic

knowledge, the investigators felt their approach should be methodological.

The specification and resoiution of methodological issues were performed, however,
within a substantive perspective. That is, the decision process in the development of the
algorithm was assisted and guided by the investigators ultimate concern for providing sub-

stantively useful results. In the paragraphs which follow, notes are made about the prag-

matic resolutions that were made at five crucial decision points in the project: A) selection
, of input, B) selection of population, C) selection of analysis, D) definition of stratification.
These notes provide a perspective for how the decisions were made and for how the decisions

shcuid be evaluated.

Selection of Input. The main criteria for input was that it be already gathered,

that it be easily retrieved and manipulated, and that it reflect a variety of district charac~
teristics. The concern for available ard manipulable data was implied by the prigmaiic

orientation of the p.2ject. But the data obtained were not used directly: elaborate trans-
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formations were performed. The data obtained were enumerative and, for the purposes
of the project, were not suitable as direct input for analyses. Since even the most
sophisticated analyses cannot transform trivial observations into useful generalizations,

some structure had to be imposed on the raw information.

The decisions leading to the definition and construction of variables were
made from a substantive ahd theoretic perspeciive, wiihin ihe limiis of project resources.
The meaning of the algorithm's outputs and applications must be evaluated in terms of
the viability of these decisions, as they were limited by the pragmatic aftitude toward
the collection of data. One of the purposes of the illustrations in Part 1l is to demonstrate

the substantive validity of the outputs,

Selection of Population., The population of school districts in Wisconsin is

really the sum of three populations: elementary districts, secondary districts and elementary/
secondary districts. Variables have differential meanings when applied to the three popu-
lations. Consider a variable, the student/staff ratio in a district. For an elementary district
the ratio concerns, usually, teachers in self-contained classrooms; for secondary districts,

the ratio concerns departmentalized teachers; and for elementary/secondary disiricts, the
ratio concerns a mixture of the two kinds of teachers. That is, what is conceived as a

single variable derived for the total population is really three separate variables when the

composing populations are considered.

A substantive research style would have led to a careful redefinition of such
a variable, or to an initial partitioning of the population. The pragmatiz style of this pro=-
ject led the investigators fo find a partial solution to the problem: namely, the dis-
tricts with secondary schools only (there were about 50) were excluded from the research.
The defined population consisted then of 632 districts which operated elementary schools,
and the variables which were selected for the study dealt primarily with the qualities of

the elementary schools. Even so, the results of the aigorithm were slightly skewed by the
1
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continuing presence of an elementary and elementary/secondary distinction. This is

discussed further in Section Ill.A.

Selection of Analysis. As was mentioned above, the input spectrum was

limited; the variables that could be constructed formed a small, biased sample of the
set of variables that theoretically and substantively might have been desired. This
limif:':tion on the array of :;ariables implied the necessity of emphasizing the data-analytic
processes of the analysis rather than the statistical or hypothesis-testing possibilities. The
multivariate techniques used were chosen to provide reduction of the data in hand and to

impose structure on it. The choice between alternative data analyses, however, was

dictated by the meaningfulness of their outputs.

Selection of Calculations. The calculations of the descriptions are the product

of a certain set of variables, a certain population, and a certain mode of analysis. But
the outputs of the algorithm characterize the districts only at a cerfain point in time.

Because the characteristics of individual districts change over time, the analyses should be
repeated periodically. For example, an important educational trend in Wisconsin is the
increasing consolidation of local education agencies, and this tendency certainly affects
the organizational characteristics of districts. From a substantive perspective, then, the

selection of calculations for the present study is temporally limited.

Definition of Stratification. Multivariate procedures were considered to be

appropriate because the substantive perspective recognized the muitivariate complexity
of local education agencies. The interaction of the use of multivariate procedures with
the objective of stratification has resulted in a multivariate stratification scheme. A
"stratification” of a population typically amounts to partitioning the population into

mutually exclusive groups by defining (often arbitrary) "cutting points" on a continuous
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stratifying variable. Essentially, this results in a small set of ranks, and each member of
a sample or a population is assigned one of these ranks. An example would be the socio=

economic stratification of families in a midwest community according to family income.

Each family would be assigned one of these ranks.

Such a univariate stratification is inadequate for use in the general algorithm.
Firsi:‘ many imporiant asp;éfs of e entities would not be measured by thai single stratifyin,
variable. Second, the generality of applicability of a particular univariate stratification
is limited. A desirable alternative to univariate stratification is to use several careful ly
composed variables in stratifying. The stratification developed in this study is defined in

Section I1.D and demonstrated in Section I11.B. It is a multivariate stratification, and did

indeed use several (five) carefully composed variables to partition the population of districts .

into mutually exclusive classes. A "stratum" or "cluster”, in the multivariate sense, is

located with respect to many variables, instead of just one variable. Therefore, it is not
P y vari |

possible to say that a stratum in a multivariate system is genotypically "higher" or "lower"

than some other stratum. A multivariate stratum is a position in a typology rather than in

a hierarchy.
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(

DATA PROCESSING AND STATISTICAL TECHNIQUES

Section A -

Section B -

Section C -

Section D =

Variables: Formation, Definition and Codification
N

M|5$|ngne55° | nvestigat ion and Resolution of
Missing Data

Factonzohom Reducing and Orthogonalizing
the Variables

'Data Processing: Techniques of Computing Scores
and Coding Districts
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PART 1l

SECTION A

VARIABLES: FORMATION, DEFINITION AND CODIFICATION

STRUCTURE AND SOURCES OF DATA

Y
L)

Hierarchy of Data. The immediate analytic requirement was to obtain a set
of measures for each school district. Data were available from three distinct levels:
(1) school district, (2) school, and (3) employee. The array of data formed a hierarchy,

since the schools were within disiricts, and the employees were within schools.

In computing measures on a district, the information used could be district data,

e e TG M ach s ey P S .‘A.«_ B T T U e R B A P O
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distributional characteristics of schools, or employee data. In this section exact data
available at each level will be discussed, the classes of variables are indicated, and con=

structed variables are listed. _

Available Data and Their Sources. There were three files of information. The

first was the Wisconsin State Department of Public Instruction (WSDPI) " District/School

Tape", which had a record for each school district and a record for each school. The second

was the WSDPI "Employee Tape", which had a record for each school employee. The third
file was the "Valuation Deck", which contained a card for each school district; these were
cards punched from records obtained from WSDPI Division of State Aids and Statistical

Services. Listed below are data contained in the three files, arranged by -the hierarchy of

district/school/employee.

For each school district five types of information were available. They are listed
in Table 4. The fiist column in this table denotes the five types of information. The first
three types were coded on the "School/District Tape", and the other two t.ypes had been

punched on the "Valuation Deck". The second column in Table 4 gives the coding records
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used by the WSDPI, and the third column gives the recoding scheme used to fransform these

data info input for computations.

TABLE 4

Information Available by School District

)
b d

Type of Information WSDPI Coding Record Recoding
1. Kind of administrative 1. City of Milwaukee ]
structure of the 2. City Unified ]
district 3. City Common ]
4, City F. D. i
5. County Unified 2
6. County Common 2
7. County U. H. S. 2
2. Scope of grades 1. K-12 1
taught in the district 2. 1-12 ]
3. 9-12 - (Not Used)
4, K-8 2
' 5, 1-8 2
3. Class of siafe financiai ‘1. Integrated ]
- aid to the district 2, Basic with Integrated 2
' 3. Basic 3
4. Assessed valuation Dollars (Not Used)
5. Equalized valuation Dollars (Unchanged)

Note. = Source: Wisconsin SDPI "School/District Tape", except that Types 4 and 5 were
taken from the "Valuation Deck"”.

For each school two types of information were available as denoted in column
one of Table 5. They both were taken from the "School/District Tape". The second and

third columns give the WSDPI coding and recoding schemes.

. For each employee there were eleven types of information available. They are

listed in column one of Table 6. These data were on the "Employee Tape" in coded form as

)
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given in column two of the table and recoded according to the scheme given in column three.

TABLE 5

Information Avaiiabie by School

—_— — - ]
Type of Information \ WSDPI Coding Recoding |
1. Type of School 1. Four-year high school SNot Used;
2. Six=-year high school Not Used
3. Senior high school (Not Used)
4. Junior high school (Not Used)
5. Elementary school (Not Used)
2. Enrollment Counts : (Unchanged)

Note. =~ Source: Wisconsin SDPI "School/District Tape"

In addition to the .- les given in Tables 1, 2 and 3, the three files contained

information sufficient to locate employees within schools, and schools within districts.

The data which were available from these three sources formed seven classes of
variables, and ailowed the construction of 31 variables for computational purposes. The
classes, abbreviated titles, and identification code numbers of these 31 variables are pre-

sented in Table 7. Complete descriptions of the 31 variables are given in Appendix M.

The remaining paragraphs of this section describe the procedures for generating the

variables.
CONSTRUCTION OF VARIABLES

Teacher Characteristics. Because the stratification of the schoql districts was

intended to be used in studies of district sub=units (e.g. schools, teachers and students),
it was necessary to include input data derived from characteristics of these sub-units,

Twelve of the constructed variables deal directly with characteristics of the elementary

“teachers in each district. As these variables had to be atiributes of districts, the;' had to

1
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TABLE 6

Information Available by Employee

—— e e e e — — — ——— — — — - — e e —————————— e —————— ———— . §

Type of Information WSDPI Coding Record Recoding

~

1. Credential . 1 year license

2 year license

3 year license

2 yecr term certificate
3 year term certificate
4 year term certificate
5 year term certificate
Life certificate

1 year permit

1 year special license

OVONOCUHAWN —
O—=VhWUONWN®

-l

2. Degree less than 2 years
2 years (diploma)
3 years ‘
Bachelor's
Master's
6 years
Doctor's
other

O NO OV CWON
ONOCOEWN—

3. College Conferring Degree ° Name (Not Used)

1. Percent Elementary (Used ¢or Tabulation Only)
v 2. Parcent annnrlnry

4. Division of Time

5. Months Employed Months (Not Used)
6. Salary Dollars Dollars

4
.
™

7. Local Teaching Experience Months of teaching service in
the local district (Unchanged)

8. Total Teachir; Experience  Months of total teaching (Unchanged)
- service in or out of district

- 9., Sex | No record

10. Position School staff position codes-. (Used for Tabulation Only)
differentiated various types | .
of administrators and teachers,
and non.professional employees.

WSDF] codes used were:
2/ Secondary Teachers
32 Junior High School Teachers
42 Elementary Teachers
95 Non-professional employees’

T e e S L L N

11. Grade: or Subjects Taught For elementary teachers, the Grade Span
| range of grades taught is indicatea, '
Otherwise, the codes indicate the 1
courses faught.

*" Note. - Sourca: Wisconsin SDP| Preliminary Report Forms and "Employee Tape” .

Q




e
snpae g AT

PPN
e B L

31

TABLE 7
Abbreviated Titles of Recoded Variables

Class of Variable Variable
A. Elementary Teacher Characteristics:

. Mean credential

. Mean degree

Mean sala

. Mean Ioca?lexperience

. Mean total experience

. Mean grade spread

. Log=-variance credential
Log-variance degree
Lcg-variance sala

10. Log-variance local experience
11. Log-variance total experience
12. Log-variance grade spread

VONOCNEWN -

B. Classifications of Administrative 13. Kind

Structure: 14, Scope
15. Class

C. Enrollment: - 16. Secondary
17. Elementary

U. Employee Counts: . 18. Full-time elementary teachers
19. Full-time junior high teachers
20. Full-time secondary teachers
21 Other teachers
22. Other professional employees

E. School Counts by Size: 23. One-room
: 24, Two-rooms
25. Three or more rooms

F. Valuation: 26. Equalized valuation

G. Ratios: 27. Valuation/student
28. Students/school
29. Students/staff
| 30. Staff/school
¢ 31. Valuation/school

Note. = The number designations for the thirty-one variables as given‘: in column .
two are the codes used throughout the text and for all tables and
appendices. .




describe distributions of district characteristics, rather than characteristics of individual
teachers. Therefore, means and variances of teacher characteristics within districts were

used as inputs. In the computation of variances, logarithms were used in an attempt to

eliminate non-normal distributions.

The "Employee Tape.“ was searched for all records of full-time elementary teachers
withih each district. For dach such teacher, six codes were examined: "Credential",
"Degree", "Salary", "Local Experience”, "Total Experience”, and " Grades Taught”

(See TaB!e 3). Six temporary variables were constructed. The first and second of these were

recoded versions of Credential and Degree; the records were arranged in order of increasing

values, based on preference ratings according to WSDPI criteria: the highest ratings corres-
ponded to the highest numeric codes. The third, fourth, and fifth of the temporary variables

were copied directly from Salary, Local Experience, and Total Experience. Salary is in

dollars; experience is in months. - The sixth temporary variable was constructed from the

"Grades Taught” code. The Grade Spread was determined by counting the number of grade

levels a teacher was responsible for in his classroom instruction; for example, if a teacher

taught Grades 1-3, then the recoded value was 3.

The arithmetic means of the six temporary variables were computed across the
teachers within each district. These district means became Variables 1 to 6. The logarithms

(base e) of the variances of the six femporary variables were computed and formed Variables

7 to 12. These twelve variables are listed in Table 7,

Wisconsin SDP! Classifications. The WSDPI assigns to each Cistrict a code for each

of three :classifications,. @Jlled "Kind", "Scope", and "Class" (See Table 4). The codes were
read from the district records on the * Distriét/School Tape" and recoded to produce Variables
i3 to 15. Variable 13, Kind, is "1" for city-based districts and "2" for cbunty-based di;-
tricts. Variable 14, Scope, is "1" for districts with one or more high schools, and "2" for

districts with no high schools. Variable 15, Class is coded according to WSDP] ;:rﬁf.erio for

y
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distributing state aids. Districts receiving the class of integrated state aids were assigned a j

~code of “1", those receiving basic with integrated aids were assigned a code of "2", those E

receiving basic aid were coded "3" .

Note that codes for-these three variables are inverted with respect to the preference

mting\s assigned by the WSI?PI . Low values of the variables correspond to high WSDPI
ratings.

Student Enrollment. The student enrollment of each school was coded in that

school's record on the " District/School Tape", By summing the enrollments of the schools 3’

in a district, Variables 16 and 17 were computed. For Variable 16, the sum was taken over ﬁ

secondary schools, so that variable is fotal Secondary Enroliment. For Variable 17, the

summing was faken over elementary schools, so that variable is designated as Elementary

Enroll ment. ' ' | ;
; Teacher Counts. The records on the " Employee Tape" were examined for all
employees in a district. Non-professional employees were ignored. The "Division of
Time" and "Position" codes were considered (See Table 6). From the "Division of Time" f
codes it was determined whether an employee was full-time. From the "Position " cc;des it
; was determined which of the following positions an employee held: {a) elementary teacher,
() junior high school teacher (c) high school teacher, or (d) non-teacher, usually adminis- | | ;
trator. A teacher conceivably could have any or all of the four positions. @\;
i Variables 18 to 20 are concerned with full-time teachers within each district. |
Variable 18 is the count of elementary teachers in a district. Variable 19 is the count of }
; full=time junior high schoo! teachers in a dis.trict; and Variakle 20 is the count within a |
district of full-time high school teachers. None of the teachers counted in these three
q variables had non-teaching poisitions, but if they had more than one teaching position 1

they were counted in the "higher® classification. For example, a teacher who taught both

3
junior and senior high schoo! was counted with senior high school teachers, Variable 20.




T T
3 e s e 4 4 e,
i e i e st
et e ey gy . —
B T Y0 S eSS U AU

Variables 21 and 22 are counts of the other professional employees; that is, they
are counts of employees who are not full-time professionals or who had non-teaching duties.
Variable 21 is the count of those employees who did some teaching. Variable 22 is the

count of professional employees who did not teach.

School Counts. The number of schools was derived by counting the scheol records

\ A
within a district on the " District/School Tape". No information was directly available on

the physical size of the school plants. So information indicating school size was estimated
by counting the number of teachers (on the YTeacher Tape") who were assigned to a school.
Variable 23 is the count of schools in a district with just one teacher, and is, by inference,

the Number of One-Room Schools; Variable 24 is the number of schools in a district with

exactly two teachers and hence is the Number of Two-Room Schools; and Variable 25 is N

| the count of the rehaining schools within a district and is the Number of Three-or-More-Room

Schools. !

Valuation. The equalized valuation of each district was obtained from the .

"Valuation Deck" and designated as Variable 26, Equakz{i valuation was used rather than

assessed valuation, because the assessment formulas vary from district to district.

Ratios. Five variables weré formed by taking ratios of selected combinations of
enrollment variabies, staff variables, and the district valuation variable. The sum of

Variables 16 and 17 is the total number of students in a district. The sum of Variables 18

to 22 is the count of the total professional staff in a district. The sum of Variables 23 to 25

is the number of schools in a district.

Variable 27 is the ratio of valuation to the total number of students; that is,; the

( dollar Valuation per Student. Variable 28 is the number of Students per School. Variable 29

is the riumber of Students per Staff member. Variable 30 is the number of Staff per School.

Variable 31 is the dollar Valuation per School .

'y




INITIAL DATA MATRiX

. A list of 31 variables has now been described, and their codes have been specified.

Each of these variables describes g characteristic of elemenfary school districts and the whole
set of variables describes seven classes of district aspects. Full descriptions of the 31

variables are provided in A
\

are given in Appendix B .2

Ppendix M. The means and stendard devictions of these variables

""
» and their intercorrelations are given in Appendix B .3.

5% of them consisted of elementary schools

only, and 55.5% of them were made up of elementary schools and high schools. The initial

data matrix could not be directly used as input for the computations. The input data for

the computing algorithm needed to consist of a complete matrix with dimensions 31 x 632;

the intersection of a row and q column in this matrix represented the 'score' of a particular
district on a certain variable .

One problem had to be solved before the matrix could be satisfactorily used as

input: there were missing values in the matrix. It was not possible to obtain directly a

measure on every variable for every district. This meant that some of the correlations

between pairs of variables, as given in Appendix B. 3, were based on data from fewer than

632 districts. Appendix B. | indicates which correlations were based on subsets of the

district population; an entry in this appendix gives the number of districts which had no

missing data for either of the corresponding pair of variables.

The causes and solution of this missing data problem are fu

Hy discussed next in
Section JI.B,

T e I e




PART 1
SECTION B

MISSINGNESS: INVESTIGATION AND RESOLUTION OF MISSING DATA

The computations required by the analytic algorithm, presented in Section 11.C,
were designed for the purpose of achieving the research objectives discussed in Part 1.
In order to perform these camputations, it was necessary that the input data matrix be
complete; thet it, it could have no missing entries. But there were missing entries in the

initial data matrix, and some procedure had to be employed to substitute for missing values.

Discussions in this section will first consider the general problem of missing data,
then the procedure of estimating values to replace missing data, and finally the nature of

the input data matrix which was used for computational purposes.
THE PROBLEM OF MISSING DATA

Origins of Missing Data. The first twelve variables (Teacher Characteristics)

were the only ones for which entries were missing. It has been indicated that Variables

1 to 12 were measures of the six characteristics of the full-time elementary teachers in a
district; Variables 1 to 6 were the district means for these characteristics, a-d Variables

7 to 12 were the log-variances of those characteristics. There had to be at least one full-
time elementary teacher in a district before a mean zould be defined, and at least two such

teachers in a district before a log=variance could be defined.

There were three types of missing data. The first type occurred when a district
had only one full~time elementary teacher. There were ninety of those districs; for those

ninety districts Variables 7 to 12, being |04,y¥variances, could not be defined. This first

type of missing data accounted for almost all missing values.
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In the second type of missing data, a few full-time elementary teachers had
improper code designations for some of the characteristics. Their codes, then, could not
be included in computing the means or log=variances of those district characteristics.

For two of the districts, this resulted in fewer than two codes on which to base particular
means and log-variances. This second type of missing data accounts for only a few

missing entries for specificiyariables.

In a certain sense, there was a third type of missing data. When a district had
two or more full-time elementary teachers, all of whom had the same value for some

characteristic, the variance of the characteristic was zero. And the logarithm of zero is

undefined.

The three types of missing data, their missingness characteristics, and their re~
placement techniques are summarized in Table 8. A detailed discussion of the replacement

techniques is given in the remainder of this section.

Rationale for Replacement of Missing Data. As noted in the preceding paragraphs,

and in Table , certain kinds of data were missing for three basic reasons. In order to pre-
pare a proper input data matrix, it was necessary to place values in cells where entries were
missing in the initial data matrix. It was desired that o rational procedure be used for
‘placing values in these empty cells. The substitution of a value for a missing entry is
rational if the meaning of the substituted value has the same meaning as computed values

in corresponding cells for other districts; that is, if the substituted value is an indicator for

the same underlying variable.

Of the three types of missing data, Type C, Intra=District Equivalence, presented
the most trivial and elementary problem for the rational substitution of values in empty cells.

Consequently, its treatment will be presenred first. Thereafter are discussed the replacement

*
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procedures for missing data Types A and B, One-Teacher Districts and Improper Code
Designations. These two types of missingness posed more serious methodological problems,

and their arguments for replacement are developed in detail.

TABLE 8
Types, Characteristics and Replacement
\ A Techniques of Missing Data
————————— —— — ——  — ——— — ————
Type Characteristic Replacement Technique

A. One-=Teacher District

B. Improper Code Designation

C. Intra-District Equivalence

Only one full-time elementary
teacher in a district, with
valid characteristic codes;
therefore, log-variances were
not computable for Variables
7 to 12,

* More than one fuli-time ele-

mentary teacher in a district,
some of which had one or more
invalid characteristic cedes,
causing the district's value on
one of the Variables 1 to 12
to be missing.

More than one full-time ele-
mentary teacher in a district,
ali of whom had the same
value for a particular
characteristic.

Regression estimates:
For districts witl. no
missing data, the rela=
tionships among
Variables 13 to 31

and 7 to 12 were
determined.

Regression Estimates:
Same as for A,

The lowest value of the
log-variance for that
characteristic, for any
district, was substituted.

In the tird type of missing dato. Intra=District Equivalence, all teachers in a

district had the same value for a characteristic. The measwe fo be taken was variability of

the characteristic; low values of the measure were to correspond to low variability, and high

values to high variability. To be useful in later ar- 'ses, it was important to maintain the

low-to-high scaling of the measure. Because loga. i wic functions were being used as

measures of variability, it was necessary to use log=variance values as substitutes for missing

et et e e ST s
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data. Hence, the low

~to~high scale characteristic was maintained for the substitutions.

Consequently, when missing data of Type C was encountered, that is, when a variance .

constructed for one of Variables 7 to 12 was zero, the lowest log-variance for that variable

which had been computed for any district with a valid entry was substituted., Treated this
way,

the replacement scheme for missing data Type C did not seem to raise any methodological

or substantive issues. It wds programmed to be carried out automatically without further

investigation,

There were more serious difficulties associa ted with missing data Type A, where g

a district had only one full-time eleme, ry teacher. The same general rationale existed

for substituting values; that is, the substituted values and the computed values should be in-

dicators for the same substantive variable. In particular, the substituted values should be

estimates of the values that would have been obtained for log~variances of teacher charac-

teristics if there had been more than one teacher. /
J
As there was no way to directly estimate hypothesized vc 'ves for missing dafa, a

procedure needed to be developed which would yield rational predicted values for empty

cells. Of ‘vie techniques available in the field of statistical applications to problems of pre=~

, dlchon,

regression analysis is considered to be the most justifiable procedure. These con- 5

' siderations implied that the relationships should be found between the variables for which

there were no missing data and the variables which did exhibit missingness; and that those

s
relationships should be used to estimate values for the missing eniries. Before these rela-

tionships were computed, prior investigation was necessary to assure that the relationships

between Variables 7 to 12 and Variables 13 to 31 were relatively constant oyer all dlsfrlcis

Discussion in the

following paragraphs reports these analyhc mveshgahons. )

>
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ESTIMATING VALUES

Properties of Missing Data.  The missing dafa to be investigated, Types A ond B,

h occurred in such patterns that, for purposes of data analysis, missingness could not be con-
| sidered to be random; that is, missingness was not independent of the processes being studied,
for th’e'd\istrich with missing dgia had few full-time elementary teachers. Having few full=-
time elementary teachers is a characteristic of a district which might be expected to correlate

with other characteristics, such as size or organization.

In order to measure the relationships befween‘missingness in Variables to 1 to 12
(means and variances of teacher characteristics) and Variables 13 to 31 (district characteristics),
a correlational analysis was performed. All districts were included in this analysis. There were
31 attributes: the first 12 were dummy variables constructed from the fiist 12 original variables, |
and the last 19 were the last 19 origi'nal variables. The dummy variables were computed by
coding '1' for entries which were not missing and '0' for entries v... 1 were missing. The dummy
variables may be called "non-missingness" variables. Substituting these dumnyy variables for
{ the first twelve original variables resulted in a re=definition of the initial 31 x 632 data
matrix. In the re-defined matrix, Variables 1 to 1Z were dummy variables, and Variables 13
to 31 were the original variables. Using this re-defined matrix, means, standard deviations,

} and correlations of the variables were calculated and are presented in Appendix A.

The means of the attributes in Appendix A .1 are,considering the method of constructing
the dummy variables, just the proportions of districts for which the corresponding criginal

i variables were not missing. Thus Variables 1 and 2 were missing for just a few districts—-
actually, 4 and 3 districts, respectively. Varicbles 3 to 6 were nowhere miss':ing. And each

F of Variakles 7 to 12 were missing for about 14% of the districts. The standard deviations of

| these dicho;‘omous dummy variables are not useful, and the means on& standard deviations of

the last 19 variables are discussed !ater. . ‘ e
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Intercorrelations of the attributes in the re=defined matrix are presented in Appendix
A.2, The intercorrelations of Variables 7 to 12 ~re all approximately equal to 1.00, and it
is clear that alimost all the missing data was of the first type; that is, most districts had all of

Variables 7 to 12 missing, or none of Variables 7 to 12 missiﬁg.

From examining the corr;;\lations between the dummy variables and original variables,
it is cledr that missingness is ‘ndeed related to other district characteristics. Districts without
missing data tended fo have high schools (r = =.46 with Scope), integrated state aid (r = =.54
with Class), many students per school (r = .46 with Students per School), and many staff

members per school (r = .47 with Staff per School), - These rather high correlations evoke some

doubts about fhe substantive accuracy of assuming that relationships between Variables 13 to 31
and Variables 1 tc 12 were the same for districts with missing data as they were for districts
without missing data. This condition was observed, but investigations of its seriousness were
beyond the limits of the project. Th:ough this problem could not be corrected, it was still
possible to maximize the use of available information. This maximization will be elaborated

in following paragraphs.

Maximum Information Correlations. The next step leading to the actual replacement

of the missing data was to perform another zorrelation oralysis. The purpose of this analysis
was fo provide the best pcssible estimates of the true intercorrelations of the 31 input variables.
In this analysis, the information in the original data matiix was used. But since there were
missing enfries in the matrix, standard corrclation procedures could not be followed. For each
coefficient (mean, standard deviation, or correlation) computed, only non-missing data could
be used; the enalysis used maximum information by using all non=-missing datr for the compu-
tations of the coefficients. This resulted in different numbers of districts beiri:g involved in

computations of the di.ferent coefficients. The results of the maximum information analysis

/R

are presented in Appendix B.
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In Appendix B.1 is given a matrix of counts of districts. Each entry in the mafrix

y corresponds to a pair of original variables, and is the number of districts for which neither

: variable was mssing. Each diagonal entry corresponds to a single variable, and is the.
number of districts for which that variable was not missing. As expected, the intercounts
for Variables 13 to 31 are uniformly 32, which is the number of districts in the population,
This indicates that there were no missing clata for Variables 13 to 31. The intercounts of

\ ‘s
Variables 1 to 6 and the crosscounts of Variables 1 to 6 and 13 to 31 are about constant at

Nl gl PR I o e e

632: this indicates that there are some missing data of the Type B, Improper Code Designations.
The intercounts of Variables 7 to 12 and the crosscounts of Variables 7 to 12 with the other

variables are about constant at 542; missing data Type'A, One-Teacher Districts in 90 districts.

VT o anex s e T AN R TR el R

There were few mi:.ing data of the Type B in this segment of the matrix.

The maximum information means and standard devictions are presented in Appendix

& B.2. Each mean and standard deviation is based on all districts for which the variable was not
% missing; that is, it is based on the number of districts indicated in the corresponding. diagonal
entry of the count matrix of Appendix B.1. The maximum information correlations are pre=
sented in Appendix B.3. Each correlation coefficient is based on all districts for which neither

correlate was missing; that is, it is based on the number of districts indicated in the corres~

ponding entry of the count matrix of Appendix B.1.

In a sense, the maximum information coefficients provide a criterion of adequacy for
the replacement of missing data technique. After substituting values for the missing data,
u, changes in the means, standard deviations and correlaticns should be negligible. Substantial
] changes in these values would indicate systematic bias in the replacement procedure; the
definitions—that is, the meanings--of the variables would.have been changeél. Lafer it will
s be mdlcafed that the coefficients were not significantly changed by the replacemenf operation,
Since mlssmgness was shown to be related to the district characteristics, some changes in rela=-

[ tionships among variables would be expected when missing data substitutions were made and

E4
L]
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L all 632 districts inciuded in the analysis,




Haori\g established maximum information coefficients as criteria for the results of

replacing estimated values for missing data, the operaticns for compufing the substitution

estimates were undertaken.

The Substitutions Operation. The general strategy for finding vdlues to substitute

for missing data involved twe distinct phases: first, for districts with no missing data, the
relafions}'nips connecting \!eric.:'b':es 13 o 3! with Variables 1 to 12 were determined; second,
for districts with missing data, the values of Variables 13 to 31, which were never missing, were
ranipulated according to the derived relationships. This produced estimates of Variables

1 to 12 for districts with missing data, which were then substituted for the missing values,
Multiple regression procedures were used to determine the relationships between variables

with missing data and variables with no missing data, Twelve linear regression equations were

required; each of Variobles 1 to 12 was predicted by the set of Variables 13 to 31,

The first phase, then, involved finding the twelve regression equations. This
necessitated performing a correlation analysis. The attributes for the analysis were the 31
original variables. No values were missing, since the entitites were those districts for which
no data was missing-~there were 539 such districts. The results of the correlation analysis
are presented in Appendix C. In Appendix C. 1 are the means and standard deviations, and
in Appendix C.2 are the correlations. It should be noted ihat there are discrepancies between
these coefficients and those of Appendix B, where all information is used. This is caused by
the fact that about 90 districts have been omitted, and those 90 districts are not randomly
scattered, but rather are all districts with few elementary teachers. For example, the cistricts
in the reduced sample have, on the average, about 134 more elementary students; that is,
the average elementary enroliment of the entire population of 632 districts is .798, whereas the

average elementary enroliment is only 932 when the 90 single=-teacher districts are omitted.
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The regression equations were determined from the « . :lations given in Appendix
C. The stundard form of the equations is presented in Appendix D. Each row confains the
beta coefficients for predicting one of the Variables 1 to 12 from the nineteen Variables
13 to 31. The beta coefficients are followed by the squared multiple correlation coefficient
for the equation. The inferencs is that the regression equations are able to account for From
tB% (Vagiable 8) to 53% (Variable 2) of the variation of Variables i o 12. Alfhougl"n this
i; hardly perfect prediction, a significani amount of the variation is being predicted. If

the prediction were perfect, then Variabies 1 to 12 would be strictly redundant.

From the regression equations of Appendix D,. cnd the never-missing values of
Variables 13 to 31, the regression estimates of Variables 1 to 12 were computed for those 90

districts that had missing data. These regression estimates were then substifuted for missing
data.

The repiacement scheme ad'c\pfed for missing daiu Type A, One~Teacher Districts,
also seemed satisfactory for resolving the problem of missing data Type B, Improper Code

Designations, of which there were only two cases.
THE INPUT DATA MATRIX

As a result of the substitution procedures outlined above, the data matrix was com-
plete: all empty cells had been filled. The remaining step was to determine whether the
maximum information coefficients of Appendix B had been substantially altered. For this
purpose, a correlation analysis was performed, with all 632 districts as entities, and the
original variables as attributes, with rey.ession estimates substituted for missing data. The
results of this analysis are presented in Appendix E. Appendix E.1 contairs the means and

standard deviations of the variables, and Appendix E.2 contains their correlations.
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s The difference between the coefficients of Appendix B and those of Appendix
E are small. In general, differences occur in the second or third decimal place, and they
occur primarily in the means, standard deviations, and <orrelations of Variables 7 to 12.
Any change of importance would have occurred among these variables, because esti-
mated data was provided for;l special subset of the population of districts. As important
chahkges did not occur among these'variables, further investigation was not warranted.
Because of the small differences caused in correlations by using regression estimates to

replace missing data, the data matrix with these estimates substituted was considered to

be a satisfactory Input Data Matrix, and served as the basis of all subsequent analyses.
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PART I

SECTION C
FACTORIZATION: REDUCING AND ORTHOGONALIZING THE VARIABLES

The 31 variakies of the input data matrix were transformed into a smaller
number of uncorrelated (orthogonal) variables for stratification. Multivariate tech-
n{ques were employed in reduction and orthogonalization. In this section is first
‘ | discussed why these operations were necessary. Then the two computing algorithms
’ ) used are presented and discussed. Finally, the reduced variables derived from the

two algorithms are discussed, interpreted, and compared.

METHODOLOGICAL ISSUES

The Need for Summarization and Reduction. One of the purposes of this

study was to obtain a set of variables which could be used for stratifying districts,

As described in the previous sections of this Part, the original information available

for this purpose was manipulated to produce the input data matrix of 31 variables.

For the purpose of district stratification, this data matrix might possfbly have been used in
< any one of several ways: 1) -1 31 input variables might be used as a set of stratifying
dimensions; 2) a sub-set uf the 31 variables might be selected and used for stratifica=
tion; or 3) an efficient summarization a.:d reduction of oll 31 variables might be

derived. From the methodological viewpnint stated in Part |, the third of these

alternatives, summarization, was considered the most rational choice.

Use of all of the 31 variables as a set of stratifiers was impractical, since
these were too many variables for construction of a meaningful or useful stratification
| -3

scheme. For example, if each variable was dichotomized at its median, 2 dis-

trict.categories would hove been defined. Since there were only 632 'distric_’ts, most
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of these categories would have been null, and only a few distrigts would have been

grouped together in even the largest category. Thus no efficient categorization, or

P

stratification of districts, would have occurred.

Selection of a sub-set of the 31 input variables would require justification
'\for the inclusion or e:cclusion of each variable. However, eaéh variable is assumed
tc be an important i’n;icator of a district characteristic. All of these importan:
characteristics should be somehow included in a siratification scheme; to exclude some

of these characteristics from the stratification would be to ignore the acknowledged

multivariate complexity of the districts. Furthermore, as discussed in Part |, the
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selection of « small sub=set of the 31 variables would be equivalent to the formulation

of an ad hoc theory for stratification.

&
I
%
i
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Summarization and reduction of the 31 variables is desirable in order to simplify
the characterization of disfi:icfs, and yet maintain sufficient descriptive complexity.
This procedure implies that no single variable contains sufficient informat.on to be
accepted as a stratifying dimension. Rather, each variable is an "indicator" of an
underlying dimension. The co-relationships of several indicators, or variables, when
taken togéther ds a composite would be expected to define an underlying dimension.
For example, the enrollment variables (Variables 16 and 17) and the number-of- |
employee variables (Variables 18 through 22) might be hypothesized as indicators
of the same underlying factor, say, district size. Thus it was considered that the
factors hypothesized as underlying the 31 variables would be more fundamental,
and hopefully more meaningful dimensions than the original variables for the purpose

of stratification.
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Orthogonalization of the Variables. The reduction of the number of vari-

ables was accomplished using multivariate techniques. These techniques allowed
the mathematical derivation of composite variables which were based on the original
31 variables. It was possible to derive composite variables-which were orthogonal
\(uncorrelated) tc; one!‘anofher. This orthogonalization was particularly useful in the

stratification, and also presented statistical advantages in comparing the composite

variables with cther (outside) variables.

Mulfivariate Analysis.  The need for reduction in the number of variables and
the advanh;ges of orthogonality implied the use of multivariate analysis; in particular
they implied the use of certain techniques generally classified as factor analysis.
Harris (1955) discusses two pessible types of factor analysis models: communality and
non~communality models. With general communality-type models, the factors lie
outside the variable space, and the factor scores are estimatable but not computable,
But with certain non-communality models, the factors lie within the variable space,
and factor scores for entities are exactly computable. For this study, the scores for
the factors derived from the original 31 variables were to be used for stratification,
s0 it was necessary fo use a model wherein the factor scores were compuluc;le. There-

fore only non-communality analytic models were considered.

The two forms of nion-communality analysis considered were Hotelling's
(1933, 1935) component analysis and Harris' (1962) version of Guttman's (1953)
image analysis. The concepts of image analysis are based on certain linear rans=
formations of the original variables; the concepts of component analy':sis are based
directly on the original variables. For the present study, it was decided o fry both

forms of analysis. For each form, the analysis consisted of two operational phases.

+




First, the matrix to be factored wes defined and its unrotated factors were computed.
Second, the normal varimax rotation procedure (Kaiser, 1958) was applied to the

unrofated factors, and a new set of factors-~the rotated factors--was obtained. For

each form of analysis, the first phase was uesigned to bring forward certain theoretic
\qualifies of the variables, and the second phase was designed to provide interprefable

foctors.
ANALYSES

The analyses for boti: the component and image models are presented here,
together with discussion of their theoretic properties and_their substantive interpretations

for this study. The results from the apr.lication of the two models are then compared. '

Component Analysis. The inputs to the component analysis consisted of the

31 by 632 input data mafrix.and its correlation matrix R (given in Appendix E.2). The

first objective of the component analysis was to find an orthogonal basis for the variable

space. This meant finding a facfo; matrix F . which corresponded to the correlations =
between the original variables and a set of factor scores. These factors have the
following properties:

[1] distributions of factor scores are uncorrelated;

[2] they are linear combinations of the original variables;

[31 they span the space of the original variables.
Such an F . would satisfy the relationship F F ' =R. In this study, R was non-singular,
and there had to be 31 factors in order for [3] to be satisfied. Hofellmg (1933, 1935)
gave a technique for finding an F. Wthh also has the property:

[4] the first factor accounts for a maximum amount of varicm.ce in

the variables; and each succeeding factor accounts for a maximum

[3

of the remaining variance, all given that each factor is uncorrelofed

with all the preceeding factors.
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That F_ iz called the principal component factor matrix. Property {4]allowed as
much veriance to be accounted for in as few variables as possible. Although the

property was lost in the rotation of the basis, it was possibla to see how much com=-

pression of the 31 variobles could be achieved.

The computation of F ; Proceaded as follows. First a latent root and vector

3 resol\uhon of the correlation matrix was obtained. The latent roots are presenied in

‘s

Appendm F.1; they are considered to be the diagonal entries of a diagonal matrix

i made T e T T L e e e i Y S ey
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called M2. The latent vectors are presented in Appendix F.2; each column is the

unit-length latent vector for the corresponding latent root in M2. The matrix of

T T N e

latent vectors is called Q. It follows from the definition of latent roots and vectors

that R = WZQ' . Hotelling (1933, 1935) showed that the factor matrix Fr,fhaf

T AR Tk ks,

corresponds to the factor scores which satisfy properties[1] through[4] above,is given

by F_=QM. 1t can be seen that FF'= QM) QM) = QM2 Q' =R, Th;: matrix

¥
i
]
#
-
N

F is given in Appendix F.3.'.. Each row corresponds to an original variable, and

- each column cdrresponds to a factor; the factors are arranged in decreasing order of

variance accounted for. Appearing before each row is the row sum of squares, which

| is always 1.0 since all the variance in each variable is accounted for by the set of
factors. Above each column appears the column sum of squares which is the amount of
variance accounted for by the factor and which is equal to the corresponding latent
root. The amounts sum to 31, and are additive since the factors are uncorrele ad.

' For example, the first factor accuunts for about 355 of the variance, and the first

five factors account together for about 70% of the varian ce.

The factors given in F . had the advantage of compression, but they were not
very interpretable; that is, they could not be readily identified with single substantive

dimepsions. So @ rotation was performed. An orthonormal matrix T, has the property

IhofT T""T T

I, the identity matrix; then a rotation of F . can be written

[ 3
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FrTr since (FrTr) (Fr Tr)' =F Tr'!'r' F = FrFr' = R. Such rotations can pro=-
vide more interpretable factors, but some of the compression is always lost. But
interpretability was essential for the stratification, and the nomal varimax rotation
procedure (Kaiser, 1958) was applied to secure a Tr . With the normal varimax
procedure, the variance of the squared, row-nomalized entries of FrT.r is maxi-
mized, and Kaiser clgims that a) interpretable, simple-structure factors result, and
b) those factors are relatively invarient under changes in the variable selection,
Quality [ b Jis nice to contemplate, but impossible to test. Quality[ 4 Jcan be

verified by examining the rotated factor matrix.

The varimax transformation matrix T is presented in Appendix G.1. The
rotated factor matrix F T ] is given in Appendix G.2. Its rows correspond to the
original variables, and its columns correspond to the rotated factors. The rows are
bordered by row sums of squg';res, which are uniformly 1.0 since all the variance in
each variable is accounted for by the factors. The columns are bordered by column

sums of squares, which equal the variances accounted for by the factors; the fac!rs

~ have been arranged in decreasing order of variance accounted for. Since the factors

are uncorrelated, the variances are additive. The first factor accounts for about 5%
of the variance, and the first five factors account for about 50% of the variance. [t
can be seen that the compression has been relaxed, since for the unrotated factors the

corresponding figures were 30% and 70%.

The factor matrix (Appengi;i G.2) gives the correlations between the factors
and the original variables, But its entries are not the weights needed to compute the
factor scores from the orlgmal variables. (See Glass, 1966.) The welghts are the
entries of the matrix QM ~ T (Kaiser, 1962), which is presented in Appendix G. 3.
Act.ally, the columns of the matrix have been nomalized for printout purposes, but

L]

proportionality within columns is correct.
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image Analysis. The input to the image analysis was the 31 by 632 input

data matrix and its correlation matrix R (given in Appendix E.2). But conceptually,
the image analysis dealt with a transformed set of variables-~the images of the
original variables. In image analysis, each variable is conceptually partitioned
into twe parts: the image variable, which is the original variable as prec'icted by

L)
!

linear regression from the other original variables; and the anti-image variable, which

-~

“is the regression residual. Guttman (1953) has shown that in the limit, as a universe
" of content becomes permeated with variables, image analysis approaches communality-

" type factor analysis. That is, the image and anti-image variables are approximations,

within the original variable space, of the common and unique parts of the varinbles
in a communality type analysis. To the extent that the approximation is accurate~-ana

to the extent that the accuracy is associated with the intercorrelations of the anti-image

‘variables=-using factors derived from the image variabies may lead to a more reasonable

model for the data. Each variable has a certain portion of unexplained (unique or
anti-image) variance; it is not necessary to consider each variable as beirg entirely

contained in a common factor spuce.

Another important property of image analysis is that the results are scale-free.
With an analysis such as component analysis, the matrix factored is the correlation

matrix, which is the covariance matrix for variables with variances of exaciiy 1.0.

" If any rescaled version of the correlation matrix, corresponding to variables with

different variances, is factored, different results are obtained. But Guttman (1960)

noticed that image analysis produces the same results no matter what scaling is applied

" to the image covariance matrix. As Kaiser (1963) states: "We are freed from the

~ traditional agnostic confession of ignorance implied by standardizing the [ variables].

Here, stardardization is merely a convenience to which we are in no way tied."

The rofaticn procedure amployed Ioter (normal varimax) preserves this scale-free property
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Because of certain matrix identities, it was not necessary to construct the
31 by 632 matrix of image variablies in order to perform the image analysis. Rather,
the computation could proceed directly from the correlation matrix R of the original
variables. (See Kaiser, 1963 ) First the inverse R - of R was obfained. The recipro=
cals of the diagonal entries of R - were considered to be the diagonal entries of 2
diegonal matrix 52; these were the variances of the anti-image variables and are
presented in Appendix H.1. Each of these entries is the proportion of the variance
in the corresponding original variable which was not predictable from the other
original variables. Some variables in the present study (for example, 16 to 20) were
almost entirely predictable; others varied from about 11% to about 67% unprediciable.
The precise transfo:mahon from original to |mc|ge variables is given in Appendix H. 2

s2R

The matrix W =1 - ! which appears there has rows corresponding to original
variables and columns correSpondlng to image varicbles. Each column is the regression
equation for predicting the correspondmg original variable from the other thirty vari-
ables; that is, for calculating the image variable from the original variables. For
printout purposes, the matrix has been column-normalized, but proportionality within
columns is correct. The image variables do not egual the original variables; they are
non-singular lineer transformations of the original variables, and the varit.nce of an

image variable is that part of th~ variance of the corresponding original variable

which is predictable from the other original variables.

As a test of the fit to pure factor analysis, the correlation matrix of the anti-
image variables was produced. |t appears as Appendix H.3, and it was computed
as SR-] §. The unique paris of pure factor analysis are assumed to be perfectly un-

correlated; so to the extent that image analysis is an approxlmation of pure factor

analysis, the anti-image variables should be uncorrelated. Thot is, the mamx in

.
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Appendix H.2 should be essentially diagonal. It is diagonal to a certain extent; that
is, most of the entries are rather small--less than, say, 0.2. But there are some
rather large entries, on the order of 0.9. This is somewhat disconcerting, but then

again, the pairs of variable s indicated by very large entries are very highly correlated,

and they load on the same factor.
\ Y

The covariance matrix G of the image variables was the matrix factored, and
the factorization scheme employed was fthat of Harris (1962). First the matrix s~ RS“l

was formed, and its latent roots and vectors were determined. The latent roots are pre-
sented in Appendix 1.1 and are considered to be the diagonal entries of the diagonal
matrix Br2; the corresponding latent vectors are presented in the columns of Appendix
1.2 and are considered to form the columns of the matrix X. By the definition of latent

-1 e -1 2 1 ] 2

roots and vectors, S "'RS "= XB X'. Harris (19‘62) showed thai S~

cs~!=x8 %x,
2 2 2, -2 | |
where B g - (Br -1) B, ©. So the Harris factor matrix for G is Fg = SXBg and

3 ' eym 2y o ceml e le .
Fg Fg (SXBg) (SXBg) .>XBg X'Ss=SS ' GS 'S=G. FgappearsasAppendlx

1.3, where it is bordered by row and column sums of squares. The row sums of squares are

the image variable variances. The column sums of squares are the amounts of image variable
variance accounted for by the factors, and these amounts are additive, since the factors

are uncorrelated. Each set of sums of squares sums to 22.4 which is about 72% of the

31 units of variance that were in the original variables.’

Note that the Harris factors of G were obtained rather than, say, the principal
factors based directly on the latent roots and vectors of G. Certain features of the
Harris factorization provide insight into the data. Note that the first 19 roots of G,
which correspond to Harris roots of R greater than 1.0, decrease monotonically; and
the last 12 roots of G, which correspond to the Harris roots of R which are less than 1.0, |

*

increase monotonically. Harris (1962) showed that:
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[ a ] if image analysis is regarded as a first approximation fo canonical
factor analysis, then the first set of factors correspond to the real

canonical correlations;

[ b ] the number of factors in the first set is the strongest lower bound,

\ devised by Guttman (1954), on the number of common factors in the

set of variables;

[ c 1 small roots in the second set imply high off-diagonal entries in the anti-
image correlation matrix; that is , poor approximation to communﬁliry-
type factor analysis. |

The st point is implicit in Harris' (1962) formulation, and is made explicit in Kaiser
(1993)., From a formula given by Kaiser (7963, page 164) it wns calcul ated that the
second set of factors accounts for about 68% of the sum of squares of the off-diagonal

’

entries of the anti-image correlation matrix.

Harris (1962) suggests that incomplete image analysis, employing only the first

set of factors, is desirable. That is, he suggests that the first set of factors should form

the basis for the entire image-analytic model of a given set of data, on the yrounds that
they are the part of the original variables which maximize the approximation to com-
munality=-type factor analysis. For three reasons, however, his advice was not followed.
First, the omission of the second set would have left still about 32% of the sum of
squares in the off-diagonal regions of the anti-image correlation matrix. Significant
entries would have remained there. Second, most of the Harris-Guttman reasoning

tainable from

8

. [ 1 e (] AP N
tion to the kinds of variables

[ 1]

assumes an appii
for which approximation to a universe of content is conceptually reasonable. It was

not clear that the demographic and em{memfioh variables of this study couid be said to
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to the same rotated fc~tor matrix.

 and was computed as 'SXBr-ng ; the columns correspond to image factors and give the

approximate a universe o’f content; they were selected according to availability
rather than according to conscious permeation of a theoretical universe. They were
skewed rather than nomal. Third, for purposes of comparison, it was considered use=
ful to maintain compatibility with the component analysis, in which all factors were
retained. Consequently,. all of the image factors were used, and the rotation destroyed

‘Yhe properties of the Narris factorization; any complete factorization would have ied

In order to obtain @ substantively interpretable basis for the factor space, the
norma! varimax rotation procedure was applied. ] The transformation matrix Tg ob~
tained is presented in Appendix J.1, and the rotated image factor matrix Fng is
presented in Appendix J.2. The rows and columns of Fg Tg are bordered by sums of
squares. The row sums of squares are again the variances of the image variables. The
column sums of squares are the variances accounted for by the factors and have been
arranged in decreasing order. Since the factors are uncorrelated, these variances are
additive. The first factor accounts for about 36% of the image variance, and the first
five factors together account for about 87% of the image variance.  This is not the
most compressed basis possible for the factor space, but it will be shown that the fac-
tors obtained in this study are quite interpretable. Because the factor scores were

to be computed, the factor weight matrix was calculated. It appears as Appendix J.3

linear functions for calculating the factor scores from the origina! variables. For print-

out purposes, the columns have been nomalized, but the propertionality within each

.
- .
.

column is correct.

‘ The application parallels that made to the components analysis, q.v.
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Comparison of Component and Image Models. A rotated component analysis

and a rotated image analysis were performed. For the purpose of stratification, one
of the analyses needed to be selected. The theoretic qualities of the anaiyses were
to be considered in making the choice, but it was also necessary to consider the sub-
\stantive interprembi|§:y of the factors, Ultimately, the strata were to be used for
answering substantive questions. The factor matrices were used for interpretation

and comparison. Appendix G.2 is the factor matrix for the component, Appendix J.2
for the image models. The first five factors of each are abstracted in Table 9, where
the name and loading of each high-loading variable on each factor is given. The
image factors were finally selected and named, and in Table 9. the names assigned

to the image factors are given. Also, the correlations between the factor scores of

]XB -1 T, and appears as
r )

- t -
the two analyses were computed, as Tr'M ]Q RS
Appendix K. 1; the rows correspond to the rotated component factors and the columns

to the rotated image factors.

Theoretical considerations led to the choice of image factors for stratification.
First, the image factors were scale-free, and no assumptions had to be made concerning
the relative metric properties of the original variables. Second, the image factor
model is an approximation to the more reasonable communality models, for which it

is not necessary to assume that each variable is entirely contained in a common-factor

space.,

A theoretical advantage of the component analysis would have been parsimony;
analysis extracts the most variance in tre fewest
factors. For the present data, this is indeed true if we consider the unrofated com-
pon'enf factors and the unrotated image factors; the first five component factors account
for more variance than the first five image factors. But for the present data; this ddvanluge‘ ’




. . . . P — e T - N (TRl SO 2 S 2

58

(8€) s19yo0a4 auwili-4ing
. | . (g6) s|ooyss
. - _ . WOO0I-3J0W-10-994Y]
o . - (£6) sioyo0R)
, A1opuodas suilj-||nd

| (£6) s194o09)
. (gg) A4pjps 82UDLIDA™ + ybBiy Jojun} swy-j|ngd
w_ (€2) [pluspaId uDsW (1) @9165p udsyy " (g4) soyooey
' Awmv Oucmmhomxo AWVIV 100._le010._m UDsW %._U._COEO_O OE_.—I::&
] (12) |ooy>s sod uoljon|bA |pjo} UDdW (67-) ssOD (6€) uoLDN|DA voN.__o:wm
(92) sso1D (£9) @dusiiadxe (g5) Aipjos uosy ) (66) mooxoman
(82) @doog |D20] S2UDLIDA  (9g) |ooyds Jad uolDN|DA [puosseyoid 18O
. (ce) aouajiadxo |D20| SIUDIIDA (9¢) $uspnys (16) souajiadxa (88) jooYos 1ad sjuspnyg (66) EmE:o._ro Aiojuswepg
m (£8) @ousjsadxa |njo} 9OUDIIDA 1ad uo1ypn|DA |Joo0| UDaW (68) [ooyos 18d 3ipis (66) tuswjjosus Aippuodeg
9Al4 10}oD4 Jno4 J0JoD4 : 991y} J0joD4 oMm] JojoD4 suQ 104904
] SISATVNY ININOLIdWOD . .
M (8g) souatiadxe
” |0} SOUDLIDA - (Op) s1eyopa} swij-4Dd
f (8g) jpliuspaid ubsy (c6) sjooyos
| (1¥) m._mxuowh o_._v__w.mﬂom Eoo._...M,._ov_.:..._o..m”;._.
_M o¢ IETET. T
_ _(6£) oousiadxa (9%) mu@,ww_._maxmm bovconuwm oEF_..T__:n_
| |040} ©OUDLIDA ~A_.__uuo_ 9OUDIIDA (£6) s1eyopdy
| (¥6) |p14uapaid UuDBW (96) Aip|ps @ouDlIDA ybiy Joruni swiy-jngd
M . (ze-) jooyoas (£9) 2ous1iadxe (¢9) @9465p ubsyw (8¢) ss9yoDRY
Jad uoijon|bA |D20] ©JUDLIDA (99-) poeids-appib ubey Aipjuswoje swyi-||nd.
. (Ge-) adods (6) 991B8op ubsyy (0£-) ss012 (66) uotson|pA pozijonby
5 (6Z) poeids-apoib ubsyy (8) s|ooyos wool-om] (g2) sdustiadxe . (z2) Aiojps ubsy (66) seofojdwe .
: (Zg) ssoId (z ) ppeads . |pO0| UDSW (52) |ooy>s Jad uoybn|pA, jouoisssjoid 18y
M (0g) @doog -9ppib 33VDIIDA (y2) @ouelrsedxs (06) [o0yos 18d sjuapnig (66) tuswjjoius Aipjuswd|y
: (1) tuspnys 1ad uoijoniop (86) sjooyds wooi-auQ) |pjo4 ubdW (L&) Jooypds sed Hoig (66) tuswjjosus Aippuodeg
JOMO(d D1wouod] 92z1g J1un |ooyds aoualiedxg Jayooa] Aj1xo|dwol) |puolypziupbiQ - 9Z)§ |DOLIBWNN]
w 19AI4 J0JOD4 1ano4 Jojo04 :99y] 104004 :0M] 10}OD-| - :2uQ 103904

~ SISATVYNY 3I9OVWI

|

R
——— m———

, $8In§dN1iG J0JOD4 P3IDICY JO uosjindwo?) y
. 6 318Vl1




[

= g i i R A L g S ™ LS T R AR i

et b A e A A S T 1

e et A A PR M AP

oy

is lost when the factors are rotated. The first five rotated component factors account
for about 51% of the variance of the original variables. The first five rotated image
factors account for about 87% of the variance of the image variables, and for at
least 60% of the variance of the original variables. So, in terms of rotated or

meaningful structure, the image factors are more compressed and parsimonious.

\ “ PY . .
The greater parsimony of the image factors leads us to the most important

reason for choosing them as stratifying dimensions: they are more interpretable. It

can be seen from the crosscorrelations of the two sets of factors (Appendix K.1} that the
first and second rotated component factors are. essentially equal to the first and second
rotated image factors. The first and second image factors have been named " Numerical
Size" and "Organizational Complexity". In the image analysis, most of the informa-
tion of the input data matrix variables has been compressed into the first five factors.
Factors .One to Five are trul‘y clusters of variables. And, as will be seen in Part lil, the
factors are reasonable and meaningful. On fhé other hand, rotated component factors
Three to Sixteen are all of essentially the same magnitude in accounting for variance. That
is, beyond the first two factors in the component analysis, no real clustering of the
variables has occurred. That is, most of the factors, specific factors, each with just
one high-loading variable. The first two factors would be useable for stratification,

but the others are not substantially different from the input variables.

Arae
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PART I

| SECTION D
DATA PROCESSING: TECHNIQUES OF COMPUTING SCORES AND CODING DISTRICTS

The first three sections of Part 11 discussed conceptual and empirical problems of |
the input variables, of'missing data, and of factorization. This Section D presents the
procedures and problems of using the computer to manipulate input data to provide sub=
stitutions for missing data, and to derive the composite variables. Furthemmore, it is
demonstrated how the computer was progmmmed to assign codes for 1 composite vari=

ables to loc~| education agencies, so that the district population could be stratified. .
DATA REDUCTION PROGRAMS

Manipulating Input Data. The original sources of data were the "School/

District Tape", the " Employee Tape", and the "Valuation Deck". These sources were
described in Section 11.A. The first computer program called,program SSVAR, had as
input these three files. The essential function of the program was to merge ine informa=

tion from the three files, and to produce as output a new tape called the "Variable

Tape".

For each district, the program assembled the following records: each district's
record, from the "School/District Tape"; all of the school records for each district,
‘also from the "School/District Tape"; all of the employee records for each district,
from the "Employee Tape"; the equalized property valuation for each district, from the
"Valuation ﬁ=-<':i¢“ The program then checked whether each district had any elementary
cenraliment. If the dlstrlct did have elementary students enrolled, the _construction of

the variables pmceeded. Districts with no elemeniury enrollment were omiﬂed from

L

A reREe : . . o i : ‘

PRSI

PO AP IR




i R LD e

o b

D

e B R N - e - 5 fre

Ll s

pasntr Bl T
. e’ AmG 4 t"‘"-"""'fm{’ i
B S SN - = ENED Y , g - = - . -

R . A

P

61 .
. «

. o
L

further consideration. Construction of the variables involved crossreferencing the
collected records, extracting codes and recoding, counting and summing, and forming
means and variances. As the program proceeded from one district to the next, all of
the data were accumulated in a large table in the computer storage. Special codes

- were stored in this tcble when missing data were detected for a district. Finally,

when the last district récord was encountered, the program went into its second phase.

Substituting for Missing Data . The second phase of program SSVAR was concerned
with testing and replacing the missing data. The operations and results have been dis~ )
cussed in Section I1.B. In this phase, program SSVAR went through four steps. First,
it performed three correlational analyses and produced as output ithe matrices appearing
in Appendices A to C. These analyses provided tests for the characteristics of the
missing data. ABuf the program was set up to continue with the replacement operation.

In the second step, the regrestion coefficients were computed; they are presented in
Appendix D. Third, the regression estimates for the missing data were computed and sub~-
stituted into the internal table. In the final stage, a correlational analysis was performed
which was based on the matrix with missing data replaced by regression estimates; the

results of this analysis appear in Appendix E.

The program SSVAR punched the final correlation matrix on cards, toéether with
the final means and standard deviations of the variables in the input data matrix. The in-
put data matrix was written on magnetic tape in a binary format. Fourty-four numbers
were written in a record for each district. The first of these numbers was the WSDPI
district identification code; the naxt 31 numbers were the district's va Iyes for the 31

variables of the input data matrix; the final 12 numbers in the record were repedts of
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the first 12 variables, but with special codes for missing data instead of regression
~ estimates. Thus it could be determined, from a tape printout, which values were
regression estimates and which were actual data. The result was the "Variable

Tape". A listing of its contents was made for purposes of checking and reference.

Factor Analyses. After the output from program SSVAR was checked and

d;cisions were made 6E;but the results, the next program, called program SSFAC,
was run. This program had as input the "Variable Tape" and the punched means,

"~ standard deviations and correlations produced by program SSVAR. Program SSFAC
performed the components analysis, the image analysis, and the cross-correlational
analysis. Then the program computed the rotated components and rotated image
factor scores, and added them to the "Variable Tape". The modified "Variable Tape"
then contained 106 numbers in a record for each district: these included the original
44 numbers, plus 31 rotated c‘g')mponenfs factor scores and 31 rotated image factor
scores. Finally, the program produced a listing of all the factor scores, to corres-

pond to the listing of the original variables, for purposes of checking and reference.

Limitations of the Programs.  The above description of the programs SSVAR and

SSFAC is oversimplified. Although the programs did indeed perform the operations

indicated, they were complicated programs, and involved a variety of difficilt problems.

First, there were problems of tape compatibility. The tapes obtained from the
| WSDPI had been prepared on 1BM computers, and the processing described here took
place on the University of Wisconsin CDC computers. Although the IBM and CDC
| tape reading/writing schemes are theoretically compatible, there are subtle differences
in intensity and al ignment of the magnetic recordings. Tapes written on IBM equipment

are difficult to read on CDC equipment. The initial runs of program SSVAR were un- |
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successful because of tape reading errors. Sever dupiicate tapes from the WSDPI
| were tried. Finally, the Universiiy's auxilary IBM 1460 computer was programmed
to copy the WSDPI tapes. The 1460 had been adjusted by IBM engineers to have
recording characteristics which are a compromise of the IBM and CDC ¢ .uliarities.
The copies produced by the 1460 could then be read by the CDC computers.

\ AR )
Second, there were coding problems within the WSDP | tapes. For some yet

unknown reason, one particular school did not have g school record on the "Schaol/
- District Tape". This caused the merging operation of program SSVAR to halt. A

special patch was placed in the program to skip. the employees of that school .

Third, the entire operation was performed originally for all districts in the
state. But upon examination of the results, it was apparent that the inclusion of dis-
tricts with no elementary schools was warping the factor structure and stratification.

So the programs were rerur with the acditional instructions to omit districts which jn=

cluded only high schools.

The point of the above notes is that the programs were specially written for the
. data received from the WSDPI, They are special programs for operating on special data.
Program SSVAR accepts data only in the particular format of WSDP| tapes. And program
SSFAC operates only on the 31 variables defined for this study, and only with the

particular inputs from the first program. The programs are not useful or useable for any
other study. The only case where these programs could be used without modification

would be a replication study, using WSDPI information for another year, say, 1967,
| Even then, the programs would need slight adjustments to meet the particular peculiarities - -
and problems of the 1967 data. The contributions of this project are the produchon of

the resulls for the parﬂcular data, ond the development of a general mefhodology.
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The Data Bank. The hard result of the computer processing is the "Variable

" Tape". This tape confains the original 31 variables; the codes for real data and for
data which are regression estimaies; the rotated components factor scores; and the

" rotated image factor scores- The tape is written in such a form (floating=point binary)
that it can be used only on CDC computers, but CDC computers could be used to trans-
g fer the data onto cards or ento IBM-compotible tape. For analyzing the outside vari-
'l - ables described in Section 111.C, for example, the first five rotated image factor scores
were punched on cards for inpult to a standard statistical program. The stratification
~ program described below, on the other hand, operates directly on the "Variable Tape".
The factor scores give composite measures of the qualities of the districts. The original
variables give direct indices of the qualities, such as enroliment, of the districts. In
summary, the "Variable Tape" is a bank of data on the elementary school disfric‘ts'of

" Wisconsin. :

‘

. STRATIFICATION

The data bank provided the desired empirical basis for Classifying districts. The
object of classifying districts was to form relatively homogeneous sub groups of districts,
" The composite variables were used, then, to build a multivariate stratificati »n §f the

- population of Wisconsin elementary school districts. There are several possible ways
" in which the data bank could be used to construct a multivariate siratification. These

- possibilities are most distinctly differentiated by the choice of points for segmenting

| distributions of factor scores. For purposes of this project and the related illustratidns,..

" each of a few selected factor score distributions was simply dichotomized.

The stratification, then, does not utilize the composite variables in their full,
. continuous generality. Rather, strata are defined by dichotomizing selected factor -

*
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scores. This splittin ions is necessary for purposes of classifications;for
example, it might be used for dividing the districts into groups of high or low
Organizational Complexity. It should be noted that classification is a special case

‘of measurement: it is measurement with variables which have only two values, zero N
and one. The dichotomized scores contain less information, or fewer distinctions

between districts, than the parent distributions of the scores.
\ N

A special computer program, identified as SSRAT , was prepared to perform
stratifications. There were three sources of input to SSRAT: they were the "Variable
Tape", a deck of cards specially prepared from the "School /District Tape", and
certain contro! information. The tape contained the image and components factor
scores, as well as the original variables. The cards contained the actual name of each‘
school district, as well as its Kind, Class, and Scope codes. The control information
included a code to indicate whether the rotated image or the rotated components factors
were to be used, codes to indicate whi_ch factors were to be used, and codes for each
factor to indicate whether that factor was to be dichotomized at itc mean or at its

median. The program first read the control information and the deck of name cards.

a Then it read the "Variable Tape", and stored the selected factor scores; and finally the

scores were dichotomized.

The SSRAT program then produced its first important output, which was a
complete list of the districts ordered by their WSDPI code numbers. This output con~
tained four types of information for each of the 632 districts: the WSDPI code; the dis-
trict values for Kind, Scope, and Class; the district scores on the selecfed sfrohfymg
factors; and a code Ihat indlcated whlch classlficohon group the dusfricr had been

-r

ssigned to.




A code for a classification group is called a stratum pattern, and is in the

form of @ series of pluses and minuses. A plus indicates that a district had a score

on the associated factor which was greater than the dichotomization point (mean or

" median of the distribution); if a district had a score below the dichotomization point,

it was assigned a minus for that position in the pattern. For instance, if there are

oply two factors used iq a stratification, then all the possible stratum patterns are @ -

+4+,+-,-+,and = =. Each district would have one and only one of these

patterns, because it would be in one and only one classification group.

In the case of using only two stratifying variables, the o’ufpufI might look

like this:

- ID . Name Kind Scope  Class Pattern Factor Scores
0056 Wellington 3 4 2 + - 2.34 -1.67
0063 Dunedin ' 2 1 1 - - -0.47 «1.22
0070 Timaru "3 1 4 + - 1.46 -0.05
0168 Christchurch 4 2 3 + + 3.11 2.24

The first column is the district identification code, and the listing is ordered by that
code. The other columns are, from left to right: the name of the district; the Kind,
Scope, and Class of the disirict; the stratum pattern; and the factor scores. In the

actual stratification, five factors were used, instead of two.

The second important output of SSRAT contained a section for each stratum.
In these sections were lists of the districts in the strata, and summaries of the characteris=
tics of the strata. The program obtained the list of the districts in each stf:‘r:fum by
sorting the information in the first output according to the stratum pattem. The summary -
of characteristics was then obtained after rereading the "Variable Tape" und refriev‘ing

and accumulating the original variables separately for each stratum. For example, the

,‘ This is a fabricated example. S R o
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total elementary enrollment in the stratum is determined as the sum of Variable

1" overall districts with that stratum pattern. The format of this summary is given
in Table IO; the data given in this table are the same summaries taken over all the

districts in the state. Selected aspects of Table 10 are presented for all 32 stratum

~summaries in Appendix L, which pemmits direct cross-strata comparisons of summary

L]
‘n

\
characteristics.

The program SSRAT also produced two less important outputs. The first of these
was a table of counts, which shows how many districts were assigned plus and how many
were assigned minus nn each factor. The second output was a list of districts ordered by
stratification pattern codes. This list contained the same information as the first im-
portant output, described above: district identification code, name, Kind, ¢ =ope, Class,
and Stratum pattern. The formats of the two lists were identical; the only difference

between fhem was the method for ordering districts.

tose
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PART Hi: SOME APPLICATIONS OF THE ALGORITHM OUTPUT

Section A = Illustration: Characterization and Description
Section B - lllustration: Categorization and Comparison
Section C =  llustration: Logical and Statistical Analysis

Section D -  lllustration: Sampling

C Nrase
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PART 111

SECTION A
ILLUSTRATI ON: CHARACTERI ZATI ON AND DESCRI PTI ON

Dis cussion in this s ection will center on report ing the extei.t to which the

al gorithm provides efficient description of the dimensions al ong which school districts

vary. The known, raw ndicators were the or iginal 31 variables defined and discussed

in Section |1 .,A, The analytic procedures discussed in Section Il .C derived the five

factors ! from the original 31 variables, these factors wer e weighted sums or composites,

and accounted for at least 60% of the variance of the input data. That is, the five factors

compressed the input information and therefore were summary dimensions of school dis~
frict variation. These dimensions also had the special quality of being uncorrelated.
As summary dimensions, the factors are of intrinsic interest in understanding and

describing the variation among school districts. So it is necessary to reach an understand=

ing of the factors as quantitative measures on the districts, The discussion in this section

is broken into two parts. First, the contents of the factors wil! be explored by examining

the relationships between the factors and the original variables, Second, the dlstrnbuhons

of the factors will be mveshgated for the purpose of understanding the empirical repre-

senfation of their contents.

FACTOR CONTENTS

The compositions of the factors are defined by the columns of the rotated i image

factor matrix, Appendix J.2, which is abstracted in Table 9. Descriptions of the facfor

contents are given in the followmg parugraphs.

l .

Censistent w‘ith Section Il . C, only the first five rotated image factors are treated here,

o
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Special attention was given to the variables
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which had high loadings on a factor, and consideration was made of the kinds of di:- b
tricts which had simultaneously high values for those variables. Labels were assigned

to the factors: the labels are for reference both to the operationally defined factors and
to the undefined constructs which they represent. In choosing the labels, considerations
had to be given 1o the fact : that the factors were uncorrelated. The factors and their
laleels are the results of a particular set of data and a particular amalysis. For example,

A ]

if ten more variables had been available » then the present factors might have been aug-

‘mented or their structure might have been altered,

Factor One, Numerical Size. This Facfor was the largest one in the serse that

it accounted for more variance than any other factor. The name was chosen because dis-
tricts with high scores on this factor tend strongly to have large numbers of students and

teachers at all grade levels; they also have relatively high numbers of large schools and

- are supported financially by a large total equalized property valuation.

It would have been possible to employ statistical techniques to partial the in=
fluence of size out of the input variables before computing the factor analysis; then no
general size factor would have appeared. One of the objectives of this investigation,
however, was to produce results which would be useful for a variety of purposes, and
because size is often an important variable in studies of LEAs, no attempt was made to

eliminate its effects. The orthogonal factorization ensured that this size factor is un-

~correlated with the other image factors.

Factor Two, Organizational Complexity. A district with a high score on this

factor tends to have relatively high numbers of students and teachers per school. [t also o ;
tends to have a greater degree of economic autonomy than districts with lower scores:

teachers in such a district receive relahvelv high salaries, schools In the district have .

ARSI GV 2 Zo AR m A R
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large equalized property valuation, and the district receives a high level of state aid.

The teachers in such a district are quite variable with respect to salary and experience,

but on the average they have more advanced academic degrees and teaching credentials

than their colleagues from districts with a lower Organizatio..u: Complexity score. An

elementary teacher from the district with the higher score on this factor is likely to

spscialize in teaching at a single grade level, but in the district there wi!l be several

teachers who have non-teaching duties, such as counseling, or who teach only part time.

Finally, districts with high scores on this factor are more likely to include a high school

than their less complex counterparts. The relationship between the presence of a high

school and score on Organizational Complexity s discussed further in the notes on factor

~ score distributions.

Factor Three, Teacher Experience. The six variables with significant loadings

on this factor are all measures of the characteristics of the teachers within districts.

Districts with high scores on this factor have teachers who have high degrees and credentials,

and whose averages for both local and total experience are high, There is also a relatively

*

large variance among the teachers in the district with respect to the length of time they

have taught,both locally and in tote!.

Factor “our, School Unit Size. A district with a high score on the School Unit

Size factcr has a relatively high number of one-room and two=-room schools; it has a

small total equalized property valuation per school; it probably has a high school; and

it is likely that the teachers in its schools are teaching two or more grade levels.

Factor Five, Economic Power. Districts with high scores on:this factor have a

'~ high ratio of property valuation per student, and are likely to be elementary-only districts.

Such districts are considered economically powarful in supporting their'exisﬁng school

program,

Y

NENG Y ¥

S et oy 25

g D

i ST

T T L I Y

g N e



iy v " = v o pa Naen s

FACTOR SCORE DISTRIBUTIONS

Each computed factor score hud a mean of exactly 0 and a variance of axactly
1; that is, factor score distributions were standardized. For the purpose of illustrating
the distributions, each is expressed here as a frequency polygon. The abcissa is identical B
for all the distributions and has been coded by mapping the range of stundard scores into
26,intervals. In Table {1 is presented the coding scheme and the real limits of the inter-
vals; the fable also includes the exact interval frequencies for each factor, and the bottom
line gives the distribution medians which were used in the stratification. The frequency
polygons for the five factor scores are giver: in Figures 1, 2, 4, 5, and 6. Figure 3 is
the distribution of district scores on Factor Two, Organizational Complexity, distinguishing

between those districts which include secondary schools as well as elementary schools and

those which include just elementary schools. Three peculiarities of the distributions are

discussed in the following paragraphs.

’

Leptokurtosis of Factor One. The distribution of district scores on Factor One,

Numerical Size, is the most non=normal of the five disiributions. More than 78% of the

entire district population resides in the interval coded number 9. If the distribution were

 normal, 9.9% of the population would be contained in this interval. But the leptokurtosis B

of the distribution does not imply that there are no reliable differences in size among

three-quarters of Wisconsin's elementary school districts. The pile-up at the median is

an artifact of the inclusion in the population of two or three large school systems. The

| largest district in the state is a metropolitan system which had a Numerical Size score of -
~ 23.03. The probability of so large a score occuring in a normal distribution is one in . |

~ several billion. This one district accounts for 84% of the variance of the factor, R
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OF FACTOR SCORE DISTRIBUTIONS

INTERVAL CODES AND EXACT FREQUENCIES

F REQUENCI

Interval Lower Upper. S

Number Limit Limit | 1| i vV \'
| -2.25 =201 0 2 4 2 0
2 -2.00 -1.76 0 4 9 1 2
3 -1.75 -1.51 0 27 20 5 2
4 -1.50 -1.26 0 51 30 12 9

5 ~-1.25 -1.01 0 36 37 36 K7
6 -1.00 -0.76 0 33 47 64 65 .
7 -0.75 -0.51 0 39 47 73 93
8 -0.50 =0.26 37 59 65 85 79
9 -0.25 -0.01 494 61 66 107 84
10 0.00 0.24 69 84 65 82 74
11 0.25 0.49 9 69 71 38 58
12 0.50 0.74 4 46 59 26 47
13 0.75 0.99 1 27 35 28 20
14 1.00 1.24 3 26 20 19 15
15 1.25 1.49 8 22 19 12 10
16 1.50 1.74 1 11 8 12 8
17 1.75 1.99 1 13 5 5 6
18 2,00 2,24 1 4 7 3 4
19 2.25 2.49 0 5 8 4 3
20 2,50 2,74 1 6 1 4 1
21 2.75 2,99 0 3 2 2 3
22 3.00 3.24 0 2 3 2 0
23 3.25 3.49 0 1 1 1 3
24 3.50 3.74 0 1 0 0 2
25 3.75 3.99 0 0 0 2 1
26 4,00 23.03 3 0 3 7 )
Medians of Factor
Score Distributions -0.103 0.008 |-0.024

74
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It would have been possible to have excluded the large metropolitan districts

from the input population or to have made normalizing transformations on their observations, -

" Then these districts would not have been such radical outliers. But given the results as
computed with the unaltered data, a researcher still has the choice of excluding the large
districts. He may feel that the metropolitan school systems comprise a separate population
" and should be treated separt;tely from all other districts; or he may believe that they are
exYreme cases, but are,'nevertheless, members of the specified population. For example,
: in the stratification illustrated in Section I11.B, the outliers were not omitted, and con=

- sequentiy the Numerical Size scores in strata associated with "High" Numerical Size may
vary from =.119 to 23.03. But the discrimination between "High" and "Low" is adequate

for the research purposes of that stratification.

Bimodality of Factor Two. It can be seen in Figui 2 that the distribution of

Factor Two, Organizational Complexity, has two frequency peaks=-it is bimodal. In

Figure 3, separate frequency polygons of Factor Two are displayed for the subpopulation |

of districts with high schools and the subpopulation of districts without high schools.

| These distributions have similar shape, but their peaks are located at different points.

By comparing Figure 2 with Figure 3, it is apparent that the bimodality of Factor Two.is
a result of the mixture of the two differently centered subpopulations. This suggests,

as is reasonable, that Organizational Complexity is manifested differently for districts
with high schools than for disiricts without high schoois. Stratifying the toial population

of districts at the median of Organizational Complexity produces more a distinction be=

tween those districts with high schools and those without than it does a &isﬁncﬁon, within

the subpopulations, between more or less complex organizations.

- Skewness. All the factors are somewhat skewed to the right. This is doubtless
a consequence of skewness in the input data, for meny of the input variables were

enumerative. Demographic enumeration fallies tend to be skewed. All the distributions

»

should be examined carefully before cutfing points for a stratification are chosen: |
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PART Hi

SECTION B
ILLUSTRATION: CATEGORIZATION AND COMPARISON

The algorithm produced measures on the school districts which, as explained
in the previous section, characterize the districts and which are considered important
dimensions of sphool district variation. The measures were the input for the stratification
scheme presented in Section 11.D. The stratification scheme produced a categorization
of the district population which is useful in certain practical research processes such as
stratified sampling=~these applicaﬂons are discussed in Section lI1.D. Butalso, the
“categorization provides ¢ framework for substantive comparison of school districts and
school district types. The discussion below is broken into two parts. First, further ex=
planation and interpretation is made of the categorization. Second, the summary charac~
teristics of the categories or sfratci are presented, and notes are made cdncerning the kindsvl,v

of substantive inference possible.
CATEGORIZING THE DISTRICTS

The dimensions or measures used for categorization were the first five rotated
image factors which are discussed in Sections 11.C and Ill1.A, For each dimension the scores
were points on a continuum, and no two districts had exacﬂyl the same score. In particular,
no two districts had the same profile of scores. So while the multivariate analysis resulted
in a clustering of the original 31 variables, it did not provide a direct clustering of the 632 |
districts. To provide such a clustering of districts, a transformation was performed on the
factor measures: each factor was coded plus for districts with scores above: the median score -
and minus for districts with scores below the median score. Each disirict was then identified

by a pattern or profile of five pluses or minuses. After this reduction in the amount of in=

N .
s

)

.78

formation in the factor score specifications, there were districts with the same factor pattern, |
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In fact, there are only 29 = 32 possible patterns, end so the population was partitioned
info 32 categories. A stratum or category of districts is comprised of all the districts in

the population which have a unique pattern of five pluses and minuses. Note that the
categories correspoﬁd to the cells in a full-factorial experimental design with five dichoto=

mous factors.

\ E‘ . . .
An objective in categorizing the districts was to put together those districts

which were alike and to separate those which were different. However, the discussion in
Section l11.A on the distributions of the factors demcnstrates that there remains considerable
variability among, say, the 316 above-median districts for any one factor, By the time five |

such dichotomizations are superimpesed on one another, the within=stratum variability is re=

-l-n--;‘- =Y .i

. a1,
auieda, LU ii

it is stiil fo be of whether the within-stratum
variability is greater than the between=stratum variability is an empirical one and could be
investigated by analysis of vmaance procedures. But interpretation of such an analysis would.
be difficult since the factors are no longer orthogonal after being dichotomized. This is:

demonstrated in an example in Section 111.C,

Within the algorithm it is possible to produce other stratifications. For example,
* a subset of the factors could be selected, or trichotomization could be used instead of
dichotomization. Note that the stratification produces stram of Opprommafely equal size be- |

P Y a 8am o aman -
cduse ine raciors are uncormre

COMPARING THE CATEGORIES

The clustering and separating of districts according to the 25 design provide a
framework within which substantive comparisons can be made. Comparison‘ at the level of
individual districts is too detailed for general substantive purposes, but efficient compariﬁon
among strata can be based on summary characte: istics of the straia and the population. In
Appendix L such summary characteristics are presented, and in Table 12 two pieces ex=

tracted from the Appendix are displayed. The extract on the right of Table 12 corrés})onds . 5
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TABLE 12 -
Stratum Characteristics: Extracts from Appendix L.
+ Factor One - Numerical Size
+ Factor Two = Organizational Complexity
- Factor Three -  Teacher Experience STATEWIDE
+ Factor Four =  School Unit Size |
hd Factor Five = Economic Power CHARACTERISTICS
17 Number of Districts 632
\ ),
35.3 Percent with county-based administration 79.7
94.1 Percent which have high schools 55.5
94.1 Percent which receive integrated aid 61.3
2,331.1 Total Enrollment Per District 1,285.6
1,370.8 Elementary enrollment per district 798.0
960.3 Secondary enrollment per district 487.6
107.9 \ . Total Staff Per District 58.4
51.0 Elementary teachers per district - 28.8
46.3 Secondary teachers per district 23,9
10.6 - Other professionals per district 5.7
12.3 Number of Schools Per District 4.3
5.9 Schools per district with only one or two rooms 1.1
6.4 Schools per district with three or more rooms 3.0
‘ - e ".- ----------- e e e e
59,670.6 Equalized Valuation Per District 33,727 .8
182.6 \ Studenis per school in the stratum | 2959
21.6 Students per staff in the stratum 22.0
8.8 Staff per school in the stratum * 13.4
25,6 Valuation per student in the stratum, 26.2
4,853.6 Valuation per school in the stratum 7,762.6

* (Dollars x 1000)
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to the fold-out tab on the fourth page of Appendix L. This contains the five factor
identifications and the names of a series of twenty characteristics. To the right of these
names appear- the values of these characteristics for the entire state population. The
thirty~two columns in the body of Appendix L contain the values of the characteristics

as summarized for each of the thirty=two strata. One of these columns, for stratum
(++ =], appears in Table 12 and iz explained below. But the general form for a column
is this: at the top appears the pattern of pluses and minuses for the stratum; next is the
number of districts in the stratum and the proportions of districts with certain admlnlsfrahve |

features; then are given stratum averages related io enrollment, staff, school buildings,

and valuvation.
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median for Numerical Size, Organizational Complexity, School Unit Size, and Economic
Power; and all have factor scores“below the median for Teacher Experience. Thirty=-five
percent of the districts have county-based administration; ninety~four percent of them have
high schools; ninety=-four percent receive integrated aid. And, for example, there is an
average of 51 elementary teachers per district in the stratum; across the stratum, there are 21.6

students per staff member; across the stratum, there is $25,600 valuation per student,

Of particular interest in stratum{TH - +5] is the large number of one and two-
room schools. In fact, there are 101 such schools in the stratum. Vet ih 'isi-r' ts in the
siratum are predominately city-based, have high schools, and have an about average amount
of valuation per student. This suggests, as was verified by examining the districts in the
stratum, that the districts are located in rural regions of the state but are centered in the
business service centers of these regions. The one and two-room schools oppurently are pre-

sently moinluined in the rural outlying dreas of the dlsh'ict. ]
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There are 715 one and two-room schools in Wisconsin, and this stratum==which
is to say, this kind of district-—accounts for almost 1/7th of them. Appendix L makes possible
the substantive lcomparison of this stratum with other strata having large numbers of one and
two =room schools. Stratum[# - ++ =Jcontains 59 one and two=-room schools and its districts
are mostly county-based, have low valuation per student, and centered in small villages.
Strah{m[--++-:] includes &8 one and two-room schools, and its districts are similar to those
of stratum [+ - + -7, but‘they are smaller--that is, less of the rural area surrounding the
~ villages is included. Thus by examining and comparing the strata and by making use of the =~
" multivariate descriptions, it can be seen that there are several kinds of districts which con= -

tinue to have one and two-room country schools.

trnm




PART Il o

SECTION C .
ILLUSTRATION: LOGICAL AND STATISTICAL ANALYSIS J

The algorithm produced measures on the districts which may be analyzed as

~ sources of variation explaining the distributions of other variables across the districts. In

i D oD
. TN N N A A

parficular, the factor scores I and functions of them may be used as independent variables

e r T

in multiple regression on a dependent variable. When the scores are dichotomized, then

the multiple regression is equivalent to analysis of variance.

R W S TT T P LIt

In this section, two illustrations of statistical analysis using the factor scores o

are given. In the first, the dependent variables concerned ESEA Title i fund allocation to

Aot al_ atfr.. .. H P H H $
aefermine tne differential prediction of the allocation :

variables from the district-characterizing measures. In the second, the dependent variable 7
was viewpoint-productiveness of teachers in interviews leading to the construction ofan .}
i

item pool. The approach was to select teachers for interviewing according to an experi=

mental design based on the dichotomized factor scores,and then to analyze their relative
viewpoint-productiveness according to analysis of variance. Both illustrations are brief
reports. In the first, the kinds of substantive inferences possible are emphasized; in the

second, the major focus is on the kinds of experimental manipulations possible. .

COMPENSATORY EDUCATION

Probiem. School districts in Wisconsin, like districts all across the country,
g

~ are eligible to receive rederal funds under Title | of Public Law 89-10, the Elementary

and Secondary Education Act. The districts are to use their funds to sup;;orf focally

! That is, the first five rofated image factor scores. | S e

R A 1 Tox: Provided by ERIC
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initiated programs of compensatory education for educationally disadvantaged children.
The amount of money for which a district is eligible is the product of two factors: a
doller allocation rate and the number of disadvantaged children in the district. The

allocation rate is based on county census figures and reflects the proportion of county

families with a basic annual income less than $2,000.

\ The objectiver of the andlysis was to determine the extent to which the dollar

rate, the number of disadvantaged children, and the total Title | allocation are pre=

dictable from the five district-characterizing factors developed in this project.

Procedures. Values on the three dependent, Title I, variables were available

one year later than the data inputs for the algorithm, and several consolidations of smaller
disiricis had taken piace. Also, there were a few districts which were not eligible for
Title | funds because they had no disadvantaged children. Due to the dlsappearance and

mehgnblllry of certain districts,’ the populaticn base for thls analysis was a subset of 527
of the 632 districts which were input to the algorithm.

Two analyses were verformed: in the first, the actual factor scores were used;
in the second, the dichotomized scores determined for the stratification were used. The
five district-characterizing factors, actual or dichotomized, were listed as independent
variables and the three Title | indices were lisied as dependent variables for inpﬁt to a
muitipie regression analysis computer program. The program first computed the two=factor

and three=-factor interactions of the independent variables--that is, their two-way and

fhree-way products. There were then a total of 25 possible independent variables: the

- five Foctors, the ten two-way mtemchons, and the ten three-way mterachons. The

unalysls for the duchofomnzed scores is Slmv'dr to a non-orfhogonol umlym of vanance.
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Results.  The intercorrelations of the five factor scores and the three

Title | variables are given in Table 13. The independent and dependent variables are

separated by vertical and horizontal dashed lines. The intercorrelations from the analysis

based on the actual factor scores are given in the upper right triangle, and the inter=
correlations from the analysis'based on the dichotomized scores are given in the lower
Ieft\h-iangle. Note that the actual factor scores are only slightly correlated; had the

population size not been reduced, they would have been perfectly uncorrelated.

In Table 14 are displayed the statistics describing the degree to which the

dependent, Title |, variables are predictable from various sets of the independent, district=

- characterizing, variables. The upper half and lower half of the table present, respectively,

the results of the analysis using the actual and dichotomized factor scores. The left,
middle, and right thirds. of the table present, respectively, the results for the number of
disadvantaged children, the allo:cation rate, and the total dollar allocation. Each of the
2 x 3 = 6 sections of the fable i§ concerned, then, with either actual or dichotomized |

factor scores and with one of the three dependent variables.

In a section there are three columns of coefficients which describe the pre=
dictability of the dependent variable from various subsets of the actual or dichotomized
independent factors, These subsets are: each of the five factors separately, the five
factors together, the five factors aloeng with the two-way interactions, and the five factors
along with the two-way and three-way interactions. The entries in the column headed R
~ are multiple correlation coefficients of prediction. The entries in the column headed
R2 are coefficienfs of determination-~that is, proportions of the variance in the dependent

variable accounted for by the subsets of independent variables. The entries in the third

column are labelled A R2 and are the absolute differences between the R2 for the particular‘. |

subsets of independent variables and the R2 for the subset consisting of the five factors

together. These A R2 coefficients facilitate comparing the relative predictiveness of the

. N

various subsets of independent variables. : - R oy

T
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TABLE 13

lnfercorrelaﬁons] of
Stratifying Dimensions
and Title | Allocation Variables

1 2 3 4 5 E 6 7 8
. Numerical Size S 010 -003 -009 006 1 964 337 971
2. Organizational Complexity 062  -~~ -057 -054 019 ' 007 352 =013
3. Teacher Experience -85 73 -~ 015 -018 1063 009 54
4. School Unit Size 332 030 017 - 009 1070 -024 (38
5. Eeonomic Power WO 09503 -3 - 185 48 0%
6. Eligible Children 163 070 09 022 010 | --- 128 996
7. Dollar Rate 021 200 -013 -070 -071 ‘128 == 129
8. Allocation 137 043 080 -002 024 '99%6 129 -
'

T gt e e i e N N Y AT .

The intercorrelations of the continuous variables are given in the upper right segment of
the matrix; intercorrelations of dichotomized variables are given in the lower left segment.
Decimal points have been omitted. R /
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Table 15 gives the standardized regression coefficients from. the analyses
/,' . 'Which involved multiple regressions. It is concerned only with the first two of the
' 'dependent variables--the total allocation is not treated--and only with the analysis
- - using the actual factor sccres. For each dependent variable, three columns are given.
" In the first of these are the regression coefficienis for the five stratifying dimensions,
; - »f»whe{\ only those dimensio‘rzs were used. In the second column are given the coefficients
B | fc-r the five dimensions and the two~way interactions, for the corresponding linear model»; |
; ‘and the third column gives the coefficients for the regression model which used all 20
e ;‘"interoctions along with the five basic dimensions. Significant coefficients (p € .05) are
= ‘indicated. Also given are the multiple correlation coefficient (R) and coefficient of

determination (R 2) associated with each of the regressions.

Discussicn . In the following five paragraphs, comments are made concerning

features of the results. These comments are not intended exhaustively to explain Title |

"allocation, but rather fo suggest the kinds of inferences that may be made with logical and

lications of the algorithm.

1. It appears that the two dependent variables used in the allocation of Title
‘) /| funds are related differentially to two stratifyingy dimensions. The number of disadvantaged ‘:’ |
" children is best predicted by Factor One, Numerical Size; the doliar rate is best predicted

by Factor Two, Organizational Complexity.

2. The number of disodvantaged children is more predictable than the dollar
- rate. This is probably because the variation in the number of children is larger than the
variation in the ailocafion rate. Allocation rate varies by county rather than by district,

" and all the districts in a county were 'assigned the same rate. :

3. The rosults for total allocation are very similar to those for number of dis-
' Ny .
“advantaged children, just as the correlation between the total allocation and the number

" of disadvanfaged childrer is Figh. The high correlation is probably due to the difference

o | in variability between the two factors which are mul*iplied together to determine the total

- allocation.

[ ]
‘.




TABLE 15

Standardized Regression Coefficients

for the Relationship Between Stratification
Dimensions and Title | Allocation Variables

Number of Qualified Children Rate of Allocation
) Factors With With Factors  With - With
Variable Only- 2-way 3-way Only  2-way  3-way
- 1o Numerical L a N . N . | |
| Size 97 .80 .85 .14 .04 =51
; 20 OrganizainM| | B * ’ * * ‘ . * *
Complexity .03 .06 .07 .36 - 32
'3. TeOCher. | * * *
Experience .07 .10 11 .03 .02 .08
4. School Unit * * * .
Size .08 .08 .09 .00 - .00 .00
5. Economic P * * | |
Power ' -, 06 -.06 -, 06 -,06 -, 07 -.10
1x2 RS S Vi ~ 06 1.06
, 1x3 o . .14 .21 .09 .45
~ - Ix4 | - .05, .12 | -.08 =27
1x5 . . -.05, .05 -.02 -.11
2x3 o .03 .03 | -07 =10
2x4 .01 .02 | =02 @ .04
2x5 - =03 -.01 .1 .14
3x4 ~ | .00 .02 | .01 .00
3x5 o -.01 -.03 .01 .07
4 x5 | | -.01 .01 07 .12
1x2x3 S .01, | -4
1x2x4 . o =27 ~ o W44
1x2x5 | .01, - =05
I1x3x4 D .08, | o =-,09
1x3x5 =07 L .07
1x4 x5 : | .10 - =05
2x3x4 | .00 .06
2x3x5 o | - =01 - - .04
2x4x5 | o -.02 3 - =20
3x4x5 | - =01 ’ =07
R . .97 .98 .99 38 40 42
R2 .94 .97 .97 A5 6 a8

* The associated t - value is significant beyond p < .05




4. When actual factor scores are used, the inclusion of interactions

adds little to the prediction. When dichotomized scores are used, the interactions

have considerable utility.

5. There is a considerable loss of precision when dichotomized scores are
used. Also, the dimensions c;re not orthogonal after dichotomization. The entries above
the diagonal in the uppefkleff quadrant of Table 13 are not exactly zero because several
disiricis which suppiied inputs in the construction of factors were not included in this
analysis. These entries, are, however, very close to zero. Certain intercorrelations of

the dichctomized scores depart significantly from zero.
TEACHER VIEWPOINTS

Problem. Attitude and viewpoint item pools are often generated by collecting
and collating information from the responses of several informants. In order to understand
the nature and composition of such pools it is necessary to ascertain the differential con=
tributions of the sources providing information. This is exemplified in a study (Miller,
et. al., 1967) of which a major cbjective was to secure viewpoints of teachers concerning
ways of facilitating classroom |éarning. The viewpoints were obtained by means of tape=
recorded, open-ended interviews, and content analysis of the recordings led to the formdfio_ﬁ

of an item pool.

dne dependent measure was viewpoint-productiveness, as measured by the
number of statements which resulted from an interview. The analytic objective was to
determine how the number of discrete statements obtained from a f;dcher's interview protocol
varied as a function of district factors, teacher factors, and inierview fai::fors. Altogether,
seven factors were to be studied, and each of these factors had two levels. The first four
factors .were the first four district-characterizing dimensions; focfors five and six were two

‘teacher variables, grade leve! taught and length of teaching experience; factor seven was

oo




.
sy,

the order in which the two sections of the interview schedule were administered.

cis of the seven faciors in the

differential -contributions of the teachers to the item pool, the selection of teachers to be
interviewed and the administration of the schedule was directed according to an experi-
mental design. The seven factors provided a basis for a 27 design; there were seven factors .
each at two levels, defining 128 cells or treatment combinations. If there were to be
replicates for the purpose of estimating error, at least two teachers would have had to be
interviewed within each of these cells. This would have necessitated conducting at least

256 interviews, which was impractical given the limitations of time ard cost.

So in order to be able to estimate the effects of all seven factors without having
to conduct 256 depth inferviews, it was decided to employ a 273 fractional factorial
| designl, which allowed reduction in the number of treatment combinations needed. Two
~ teachers were interviewed in ea:ch of the 16 treatment combinations defined by a 2 7-3
design, and the total number of interviews called for was therefore reduced to 32, As is
interpretations of the results of the conseguent analyeis ore mor

-
- ey -

tentative than they would have been in the full, 27, case,

For the purpose of developing the fractional factorial design matrix, the levels

of each factor were coded as + for "high" and = for "low". The seven factors for the study

ther were: |
FACTOR | CODED + CODED -
1 Numerical Size Above Median Below Median
District }'2 Organizational Complexity " "
Factors . 4 3 Teacher Experience ! " "
4 School Unit Size ‘ " . "
Teacher {5 Grade Level Taught ' Intermediate *Primary
Factors | 6 Total Teaching Experience 10 years or more I,Fss than 10 years
Interview {7 Order of Interview Schedule Order A-B " Order B=A
~ Factor

! Fractional factorial designs are described in detail in Box and Hunter, 1961. Their
utility in educational research is discussed in McLean, 1966, o
, . v . -

| | , '
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In the study of the relationships between the seven factors and a dependent variable, there
are 128 sources of variation: the grand mean, 7 main effects, 21 two-factor interactions,

35 three-factor interactions, 35 four-factor interactions, 21 five~factor interactions, 7 six=-
factor interactions, and 1 seven-factor interaction. If there were to be only 16 treatment
combinations, each would have to estimate the combined effect of eight of these 128 sources

of veriation. By using a fractional factorial design, the pattern of the confounding of the

- sources of variation could be specified, within certain limits, in advance.

This illustration is of the methodology for performing the selection and analyses.
Therefore, the results presented in the following paragraphs are the parameters for the parhcu-

lar design constructed. The technical details of the construction are not given.

Results. The present design was structured so that the 1 x 4 interaction would

not be confounded with any main effect. This was desirable because, as is noted in Section
I11.B, the dichotomized factor scores for factors One and Four were substantially correlated.
Furthermore, no main effect was confounded with any two~factor interaction which was con=

-

. sidered possibly poient. The followir ng are the confounding relationships for the main effects:

| = 12345 = 1236 = 2347 = 456 = 157 = 1467 = 23567

1 = 2345 = 236 = 12347 = 1456 = 57 = 467 = 123567

2= 1345 = 136 = 347 = 2456 = 1257 = 12467 = 3567

3 = 1245 = 126 = 247 = 3456 = 1357 = 13467 = 2567

4 =1235 =12346 = 237 =56 = 1457 = 167 = 234547

5 = 1234 = 12356 = 23457 = 46 = 17 = 14567 = 2367

= 123456 = 123 = 23467 = 45 = 1567 = 147 = 2357

7 = 123457 = 12367 = 234 = 45'67 =15 = 146 = 2356
The first line in the list conmains the principal generators of the design. And for exdmple, |
the second line indicates that the first main effect was confounded with the 2 x 3 x4 x5

, mterachon, the 2x 3 x 6 mterochon, etc. | | o -
' . \" I




The actual design matrix,according to which the teachers were selected to

be inferviewed,is given as Table 16. Each row of the table shows a treatment combination.
For row 6, for example, it was necessary to select=-at random-=two districts which were
above the median on the dimensions Numerical Size and Teacher Experience and below

the median on the dimensions Organizational Complexity and School Unit Size. In each
of tbese districts, it was necessary to identify all the teachers who had less than 10 years
teaching experience and \:/ho taught in the intermediate grades. One of these tecchers was

select:d at random from each of the two districts, and both persons were interviewed in

" the same schedule order, segment A followed by segment B.

After the interviews had been conducted and the content analyses completed,
the statistical analysis could be computed. The structure of the ANOVA summary table

is as follows:

 _SOURCE SUMS OF SQUARES - DF  MEAN SQUARES ~ F_ :
A. Numerical Size ,SSA | 1 | SSA /1 » MSA /MS| |
B. Organizational SSB 1 SSB /1 * MSB/MS|
Complexity
C. Teacher $s 1 $5~ /1 © MS. /MS
Experience —C | c | ¢ '
D. School Unit Size SSp | 1 .SSD/I | M,SD /MSI
E. Grade Level SSg o 1 SSg /1 - M5 /MSI
F. Teaching Experience | SSF | 1 SSF/I - MSF /MS|
G. Schedule Order SSG 1 | SSG/I | : MSG /MSI
H, All Other Controlled  SS SS,, /8 - MS, /MS
Sources H 8 H H l
. Error | SSI 16 SS|/16

The analysis could be modified to test specificaily the effect of the 1 x 4 interaction,along

with the effects confounded with it. .

v
Y
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TABLE 16

. Design Matrix for 273 Fractional Factorial
Used in the Study of Teacher Viewpoint-Productiveness

1 2 3 4 5 6 7

Numerical Organizational Teacher  School  (1234) (123) (234)
Size Complexity Experience Unit Size Grade Personal  Schedule

Run | Level  Experience  Order
v. + L 4 o+ | + 4 +
2. + + + - - + -
3. + + - + - - -
4. + + - - + - +
5. + - + + » - -
6. + - + - + - +
7. + - - + + + +
8. + - -~ - - + -
' B
9. - + + + - - +
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Discussion. The scheme described and parameterized above provides an

efficient approach to logically analyzing the effect of the factors on the differential
confribufior;s of the teachers to the viewpoint item pool. The actual numerical results
are not presented here, for the purpose of this illustration has been to demonstrate the
utility of the outputs of the algorithm in designing statistical analyses. The scheme

\Q . ofe ."‘ . ° °
also insures variability of content, since according to the design, teachers are selected

from different kinds of districts and with different teaching situations and experiences.

This latter aspect of the design is discussed further in the next section.
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PART 111

SECTION D
| LLUSTRATI ON: SAMPLING

The multivariate stratification defined within the algorithm provides the
framework for many stratified sampling schemes. A distinction may be made among
three basic types of sam;'iling objectives: sampling for analytic studies, sampling for

enumeration studies, and sampling for maximum variance.

Analytic studies are concerned with determining relationships among sub-
groups of a population and often involve analysis of variance. An example of an analytic
sampling study was outlined in Section 111.C. Enumeration sampling is performed to in=-
crease the precision with which the population can be described, and an example of such
a study is given later in this section. Maximum variance samples are selected when con-
cern is for maximizing the probability of permeating a content domain. For example, if
the responses of selected subjects were transformed into items for a factor battery, and a
certain type of person in the population was not represented in the selected subjects, then

“items special fo that type of person would be missed. Maximum variance sampling is

exemplified by the interview study of elementary teachers’ \'riewpoinfs outlined in Section

IN.C. This is explained at the conclusion of this section.

ISSUES IN SAMPLING DESIGN

The basic concepts and techniques of sampling theory are essential in applying

‘the algorithm for obtaining stratified random samples of school districts. Most references

on the fheory of stratified sampling deal with the properties of the estimates from a stratified

sample and with the ways for choosing stratum sample sizes so as to obtain adequate precision.,

Procedures for constructing strata are usually not discussed in these references. Conversely,
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this report deals with a particular approach for constructing strata., The technicalities
of sampling theory and formulae are not presented in this report. But, of course, careful
attention to sampling theory is crucial in ensuring validity of a sampling application of

the algorithm. In order to provide perspective, brief mention will be made here of four

generally important issues of sampling theory raised in Cochran's text, Sampling Techniques -
(1953). Other rele - nt'issues may be found in Deming (1953), Showell (1957), and |
Moonan (1953).

Stratification. Any research study involving random sampling requires the

identification and coding of all the members of the population. Such specification immedi-
ately makes feasible simple random sampling, and stratification may seem unnecessary.
But stratified random sampling may yield increased precision either in the sense that a certain

hat estimates of

precision is maintained in every stratum of the population or in the sense t
characteristics of the total population are more precise. Such increase in precision results
whei the strata are relatively homogeneous with respect to a criterion variable. In such

a case, it is advantageous to ireat each stratum as a population in its own right, and this
is accomplished thiough stratified random sampling. But the homogeneity of the strata

- with respect to a particular criterion variable is rarely known in advance, and whether
stratification is appropriate must usually be determined by substantive and theoretical

hypothesis. Estimates of the gain in precision due to stratification may, however, be made

after criterion data are collected.

A secondary reason for choosing stratified random sampling may be administra=
tive and logistic convenience. For example, in educational studies, access to |nd|v1dua| |
schools ordinarily must be obtained from district headquarters, so stratification of achools
into districts is naturally imposed by this administrative circumstance. Logisfic problems

of sampling and of collecting data may differ in various subdivisions of the population.
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~ For example, it may be practical to obtain measures on all schools in small districts,
while it may be necessary to further sub=sample within large districts. Perhaps con-
versely, it may be possible to obtain measures on all schools in a geographically com-
pact urban area while it may be costly to reach all schools in a rural area where schools

are farther apart.

\ ~.‘ L L] . L]
Sample Size. The main problem ii. determining sample size is to obtain maxi=-

mum precision with minimum cost-~in terms of available resources. The function relating
precision with sample size can usually be estimated; generally it involves unknown popu-
lation parameters. When estimated it may be substituted into the function relating sample
size and cost, and then,given the desired level of precision, the minimum sufficielnt samplé
size may be computed. If cost and precision functions markedly differ for subdivisions of

the populatlon, then the sample size needs to be separately determined for each subdivision.
If several characteristics are tcé be studied in one sample, there may be conflicting sample -
size requirements. These conflicts need to be resolved by considering the costs incurred

by ove'rsumpling and the relative priorities among the characteristics.

Geography. |f geographically adjacent units are more alike than units which .- l" :
are far apart, then it may see-n reasonable to use geographical boundaries as strata o |
~definitions. Although sampling from such strata may be fairly efficient, the strar./ying
- dimensions are probably not directly related to the specific objectives of a .sqmpling st‘udy;'
A sufficiently complex stratification based on theoretically relevant dimensions will,
'however, result implicitly in geographical differentiation if, indeed, there are genuine
differences between geographical regions. The stratified random samples drawn within

the present algorithm have, for example, been scattered throughout the state of W'isconsi,n-.‘

. R
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Sampling Unit. The units of analysis-~that is, the units which vltimately

are measured--in some studies are selected after a series of sampling stages involved
different units of classification. In the study outlined in Section 111.C, for example,
teachers were sampled from a stratified random sample of districts. The district level
was chosen for the present algorithm because schools, teachers, and students form a
nested hierarchy under districts. The utility of sampling, for example, teachers from a
stratified random sample of districts depends on whether the teachers nested in a stratum
f districts are relatively homogeneous. When this stage sampling is used, it is possible
te compute how much of the variance of a measure obtained on the teachers is due to
- individual differences among teachers and how much is due to differences in teachers

across districts and strata of districts.

ENUMERATION SAMPLE: TEACHING VACANCIES

Problem. Late in'the summer of 1966, the Wisconsin State Department of
Public Instruction found thot it was necessary te determine, or to estimate accurately, the
number of teaching positions, at a‘il grade levels, which had not been filled for the approach=
ing academi"c year. |t appeared to be impossible to canvas all the districts in the state
in the time available, so it was decided to distribute a questionnaire to a cerefully selected
sample of districts, to focus the resources of the WSDP! on c5Staining complete and reliable
information from that sample, and to estimate the state's teaching vacancies from the

sample data.

Procedures. The first two factors,] Numerical Size and Organizational Com~
plexity, were selected as stratifying variables and were dichotomized dt their medians, 5o

there were four strata of districts: ++, +=, =+, and --.

N ' Actually these were the factors of an early, incomplete version of the algorithm.

y
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Results. All but two of the questionnaires were returned in time for
analysis, and the projections were computed and disseminated within ten days from the

~ initiation of the survey.

Discussion. There was no way to valiidate directly the precision of the findings =

‘bosed on this sample, but it was possible to validate it in an indirect fashion. Although

“th;' teaching vacancies E‘n districts were not available as a direct check on accuracy, the
| ~district enrollment figures were uniformly available. As a kind of check on the sampling

accuracy, then, enrollment figures from the same sample of 50 districts was used to pro=

. ject the statewide K=12 public school enrollment in Wisconsin. The resulting projection

was accurate within 1.5% of the actual statewide public school enrollment.

 SAMPLING CONTENT

Problem. When aftitude and viewpoint item pools are constructed from collated =
information gathered from the ;'esponses of a number of informants, it is of major concern -

. that procedures for collection and collation be devised so as to ensure permeation of the
desired content domain. One manipulable aspect of the collection process is the selection

- of respondents. This selection is critical if different informants make contributions to

I - - different parts of the content domain.

The content domain of interest in the study (Miller, et al., 1967) outlined in
~ Section I11.C vas elementary teachers' viewpoints on classroom learning. An underlying
assumption of that study was that individual teachers differ in the areas of the content
domain to which they might contribute. This was considered plausible because teachers
“vary with respect to their life experiences, pai;onality characteristics, ’:and teaching
- backgrounds. Furthermore, it was assumed that teachers from different kinds of echool

| districts would tund to contribute to different areas of the content domain. Thiswas =

a ) ’ ) : i ] . >
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considered plausible because particular kinds of districts attract particular kinds of

teachers, and the kinds of educational conditions in a district infivence the professional

] experience of a teacher in a district.

Procedures. The selection of teachers for interviewing was based on the fractional

Fac{orial design of Section III.C. Within the design, teachers were stratified according to
teaching experience and background, and the selection of districts from which teachers
‘were sampled was based on the district-characterizing dimensions, whichinclude teacher

experience characterizing information.

Discussion. A typical approach to selection is to examine those who are most access=
ible--that is, those who teach in districts which cooperote with research projects. To |
demonstrate the inadequacy of this routine, Table 17 hes besn prepared to show the factor
scores of ten school districts frofn which researchers frequently solicit cooperation. Clearly

this set of schos!s is not a repre.senfufive sample, especially with respect to the first two
factors, Numerical Size and Organizational Complexity. If teachers from these often
researched districts had been interviewed in the sfudy‘ of viewpoints on the facilitation of
learning, and if differences in viewpoints were correlated with Numerical Size or Organi-

zational Complexity, important regicns of the content domain might have been missed.

Demonstration of the power of the staged stratified random teacher selection pro=
cess in permeating the content domain was not accomplished by Miller et al., (1967)
due to the great difficulty in quantifying the qualities of the content areas. The selection
process was based on substantive assumptions concerning teacher experience and district
characteristics. The selection precess was intenided to provide muximumsvar‘n'ance in the
sample leading to permeating the content domain; in that sense the sample was intended

to be representative, for effort was made to ensure that as many differengview;:oints as

possibie would be presented. - C
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TABLE 17

Factor Scores and Summary Statistics
for a Sample of Often~Researched Districts

District Pattern  Factor One Factor Two ~ Factor Three Factor Four Factor Five
A bt 0.92 1.32 0.32 0.63 0.47
B =+ 1.42 2,93 0.84 | -0.20 2,97 b
c H-+ 0,09 1.87 -0.68 0.15 0.80
D - = 1.39 1.14 0.16 -1.36 -1.34
E -t 5.55 1,36 - -0.76 -0.37 0.35
F t-+=+ 23,08 -2.04 0.5 .64 =0.11
G e 1.28 1.72 -0,26 -0.89 -0.56
H - 4.40 . 0.52 -0.47 -2.30 -1.78
| N 0.50" 2.15 -1.38 -0.88 -0.84
J -+===  -0,10 1.26 -0.87 -0.22 -0.85

Highest Value 23.03 2.93 0.84 0.15 2.97
. Lowest Value -~0.10 -2.04 -1.38 -2.30 -1.78
_ Mean Value 3.80 1.22 -0.25 -0.73 =0.09
|
‘1
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APPENDIX A

\

This appendix contui:C the results of a correlational analysis which was
designed to indicate special ¢

racteristics of districts with missing data. The ,
initiai 31 by 632 data matrix was temporarily redefined by changing the recordings
of the first 12 variables to special dummy variables. The dummy variables have

been called "non-missingness” variables, since they were computed to be "1" for

 entries which were not missing (in the original duta) and "0" for those that were.

Based on the redefined data matrix, means, standard deviations, and cor-
relations were computed. The means and standard deviations are presented in

Appendix A. 1. The correlations are presented in Appendix A. 2.

Of special interest are the means of the first 12 dummy variables, since they
are the proportions of non-missing data. Also the upper left 12 by 12 portion of the
correlation matrix indicates the predominance of Type A missing data. And the upper
right 12 by 19 portion indicates the special chamcterisﬁcﬁ of the districts with no

missing data.

This appendix is explained and interpreted in Section 11.B. |

..
.
.
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Appendix A, 1,

MEANS
1 0.993671
2 0.995253
3 1. 000000
4 1.000000
5 1.000G00
6 1.000000
7 0.852848
a 0.856013
9 0.857595
10 0.857595
11 0.857595
12 0.857595
13 1.7574068
14 l. 444620
15 1.746835
16 487.558544
17 797.996835
18 28.821532
19 6.174051
20 17.740506
21 2.155063
22 3.465190
23 0.670886
24 0.460443
25 3.213608
26 33727812.816406
27 32552.498190
28 199. 202534
29 20.849323
30 9.517363
31 5380376.963135

MEANS AND STANDARD DEVIATIONS

STANDARD DEVIATIONS

1 0.079304
2 0. 068734
3 0.000000
4 0. 000000
5 0. 000000
5 0. 000000
7 0.354257
8 0.351077
9 0. 349465
10 0. 349465
11 0. 349465
12 0. 349465
13 0.401886
14 0.496924
15 0.954249
15 2060. 797673
17 3224.220010
18 101.939330
19 36. 860129
20 55.195788
21 3.214092
22 20. 7540131
23 1. 660002
2% 0.932035
25 7.207828
26 157630550.390625
27 28658, 983108
28 158. 497818
29 4.198261
30 7.386481
31 5501990. 301147
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APPENDIX B8 | o

This appendix conm?ns the results of a correlational analysis of a special o
kind. The computations were based on the initial data matrix, and the results | f
served as criteria for fhé adequacy of replacements for missing data. Because some
of tie data items in the initial data matrix were missing, standard correlational
techniques could not be applied. Instead, for each coefficient (mean, standard
deviation, or correlation), all non-missing data available for computing the coefficient
.were used. Thous different numbers of districts are involved in the calculations of the

different coefficients. And the results use the maximum amount possible of the in- E

formation in the initial data matrix. ]
- e [ ] "y . — -‘—! _ . .-| ' . pe

Appendix B, 1 is @ matrix of counts of districts. For each pair of varidbies, .

3

the entry equals the number of districts for which neither of the variables was missing .

Each diagonal entry equals the number of districts for which the corresponding variable ’
was not missing. Appendix B. 2 presents the meuns and standa:d deviations of the B
variablss in the initial data motrix; each mean and standard deviaticn is based on o

variable's values in all districts for which that variable was not missing. Appendix
B. 3 is the correlation matrix of the variables; each correlation coefficient is based on

2

ail districts for which nsither of the correlates w s missing.

This appendix is discussed and interpreted in Section II.C,

cesm
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Appendix B. 2.

MEANS
1 5.549394
2 3.138771
3 5012.482243
4 47.416935
5 113.412368
6 1.632026
7 l.941661
8 -0.792777
9 12.839001
10 7530149
1l 8.91497]
12 -1.673442
13 1.797468
l4 le 444620
15 1.746835
16 487.558544
17 797.996835
18 28.827532
19 6.174051
20 17.740506
21 2155003
22 3.465190
23 0.670886
24 0.460443
25 3.213608
26 33727812.816406
27 32552.498193
28 199.202534
29 20.849323
30 9.517363
31 5380376.962402

MEANS AND STANDARD DEVIATIONS

STANDARD DEVIATIONS

OQ@NONH WN -

le 746399
0« 706045
839.014015
30. 4216060
53.507813
2287443
0.767724
0.838533
l. 427974
1. 405401
le 11775
i.8028
0.4018
0. 4969_ -
0. 954249
2060, 797673
3224.220010
101.939330
36.860129
55.1957°4
3.214C 2
20, 7540 31
1. 660602
0.932035
7.207828
157630550, 402344
28658. 983093
158. 497818
4.198261
7.386481
5501990.,301270
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APPENDIX C

This appendix contains the results of a correlational analysis which was
performed as a nacessary prerequisite for the regression analysis, which in turn |
~ was necessary for replagjng the missing data. This analysis was based on the initial
data matrix. However, before input to the analysis, the initial data matrix v;ras
temporarily modified by omitting from it the entries for all the districts for which
there were any missing data. This reduced the dimensions of the initial data matrix
~ from 31 by 632 to 31 by 539. The reduced data matrix had no missing entries, so it

could be analyzed according to erdinary correlational techniques.

In Appendix C. 1 appéar the .neuns and standard deviations of the 31 vor‘iables,
bosed on the 539 districts with no missing data. In Appendix C. 2 appear the correla-

tions of the varicbles.

Because districts have been omitted, this correlation mairix differs from the
 maximum information correlation matrix, Appendix B. 3. But since all the ~oefficients
in this matrix are based on the same districts, uniike those of the maximum information

~ correlation matrix, regression analysis could proceed from them.

This appendix is discussed and interprefed in Section I1.B,

cese
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Appendix C. 1.

MEANS
1l 5.816363
2 3.263983
3 5173.263965
4 51.238409
5 116.700587
6 0.748498
7 1.941661
8 -0. 784994
9 12.862589
10 7.544315
11 8.918223
12 -1.659862
13 l.762523
14 1.348794
15 1.530612
16 571.682746
17 932.012987
18 33.623377
19 7.239332
20 20.801484
21 2.513915
22 4.063080
23 0.632653
24 0.521336
25 3.768089
26 39371783.858398
27 28936.453205
28 229.901673
29 21.026479
30 10. 968411
31 6133231.986572

MEANS AND STANDARD DEVIATIONS

STANDARD DEVIATIONS

N P s (e ot pust st ot s gt s
O VXNV PLPWNFEFOODONO NS NN -

NNN
W N -

NNNNNN
VN H

w W
-~ O

1. 386845
0.582853
7172. 474792
28. 063402
43. 862761
0.831027

0. 767724
0.830277

l. 370490
1.383897
l.111709

1. 798665
0.425537
0.476589
0.866020
2220.711595
3473.788151
109. 673648
39.816884
59.233129
3.350476
22. 419175
l. 7901 32
0.988341

1. 669907
180919462. 738281
22163.118453
151. 789172
3.188124
7.046192
5616370. 680664
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APPENDIX D

This appendix presents the results of the regression analysis which provided
fotmulas for replacing missing data. The regression analysis was computed from the
 correlation matrix which appears as Appendix C. 2 and which is based on districts

“with no missing data. Regression analysis requires a complete data matrix.

The analysis yielded the normai beta c;:oefficients presented in Appendix D. 1.
Each row in the 12 by 19 array gives the normal beta coefficients for the 19 variables
13 through 31 in predicting one of the twelve variables 1 through 12. The coefficients
are least-squares best sets for .fhe reduced sample of districts which had no missing data.

~ After each row appears the squared multiple correlation coefficient of the prediction==

that is, the proportion of the variance of the variable (1 through 12) which is pre~

dictable from the 19 variables (13 through 31).

The formulas based on the beta coefficients were used in computing replace=~

 ment values for the districts with missing data,

This appendix and its application are explained in Section |l B. -
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A - APPENDIX E
- . T \ ' | ‘.‘
This appendix presents the final correlational analysis on the input data,

The analysis is based on the complete data matrix with regressicn estimates substituted

for missing data.

In Appendix E. 1 appear the mears and standard deviations of the variables,

and in Appendix E. 2 appears the matrix of variable intercorrelations.

o

The correlation matrix, R, given in Appendix E. 2, served as input fo the

factorization procedures.

This appendix is further discussed in Section Il. B. -
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Appendix E. 1.

MEANS
1 5.544972
2 3.135900
3 5012.482243
4 47.416935
5 113.412368
6 l.632026
7 1.879863
8 -0.791359
9 1z. 654994
10 7.313257
11 8.782369
12 -1.760688
13 l. 797468
14 1.444620
15 l. 746835
16 487.558544
17 797.996835
18 28.827532
19 6.174051
20 1L7.740506
21 2.155063
22 3.465190
23 0.670886
24 0. 460443
25 3.213608
26 33727812.816406
27 32552.498190
28 199.202534
29 20.849323
30 9.517343
31 5380376.963135

MEANS AND STANDARD DEVIATIONS

STANDARD DEVIATIONS

p—
COVONTWNH WN

WWNNNNNNNNNN = s ot gt pos pos
FOVONCVMLWNFFOOOINTNH WN -

l. 741822

0. 705652
839.01401°%
30.421660
53.507813
2.287443
0.735184

0. 795903
1.414085
1.409000
1.089274
1.685647
0.401886

0- 496924
0.954249
2060, 797673
3224.220010
101.929330
36. 860129
55.195788
3.214092
20+ 754031
1.660002
0.932935
1.207828
157630550. 390625
28658.983108
158.497818
4.168261
7.386481
5501990.301147
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APPENDIX F

o . This appendix presents the outpuis from a factorization of the correlation |

matrix, R, given in Appendix E. 2. The factorization scheme is that of principal

- components,

in Appendix F. 1 are given the complete set of latent roots of the corielation

" matrix; they are considered to be the diagonal entries of the diagonal mairix M 2.

The corresponding latent vecfdrs of R are given as the columns of Appendix F. 2;

this matrix is dénofed Q. The.Fucfor matrix for the principal components is given in
| vAppendix F. 3. It was computed according to the formula: F.=QM. In the appendix

the factor matrix is bordered by row and column sums of squares. The row sums of squares
l - are uniformly 1.0 because all the variance of each variable is accounted for in the
- factors. The column sums of squares are the factor variances, and are additive since :: .
the facfors are uncorrelated. Note that the column sums of squares are equal fo fhe

) correspondmg iatent roots, given in Appendlx F. 1, and are arrcmged in order of de-

creosmg magmfude.

This appendix is further discussed in Section . C.
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Appendix F. 1,

VRO S WN -
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LATENT ROOTS OF R: M2

10.599676

5.491264
2.596522
1. 734891
1.613978
1.137623
0.982707
0.796910
0.7315679
0.671310
0. 620614
0.542390
0.513268
0.475593
0.435506
0.369534
0.352517
0.295970
0.277043
0.239874
0.160089
0.129978
0.105080
0.062545
0.023133
0.016350
0.009915
0.008315
0.004258
0.000893
0.000572
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APPENDIX G

The principal component factorization of the correlation matrix R was given in

Appendix F. The factor matrix presented there provided the basis for deriving fhev;
\ . ’

~ nomal varimax orthogonal factorization of R.

The factor matrix F, given in Appendix F. 3 was subjected to the ncrmal vari-

max orthogonal rofation procedure, and the matrix FrTr was derived, where Tr is an

orthonormal matrix and is presented in Appendix G. 1. The matrix F_T_ is the rotated

component factor matrix, and is presented as Appendix G. 2. The rows and columns

are bordered by row and column sums of squares. The row sums of squares are uniformly

1.0, because the factors account for ali the varicnce in each variable. The colum.:

sums of squares are the factor variances and are additive since the factors are uncor-

related. Note that the factors have been arranged in order of decreasing variance.
Because the factor scores for the rotated component factors were to be computed, the

rotated component factor weight matrix, QM-'l T, was computed. This matrix is given

in Appendix G. 3. The columns have been nomalized and give the normal weights for h

-

computing the factor scores from the original variables.

This appendix is further discussed in Section !I. C.
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APPENDIX H

An image analysis was performed on the correlation matrix R given in Appehdix
- EMN2. In image analysig.each original variable is conceptually partitioned into two
parts: the image variable, which is the original variable as predicted in linear regression- .
by the other original variables; and the anti-image variable, which is the regression ‘. |

residual. The analysis then proceeds on the basis of the image variables.

In Appendix H. 1 are presented the variances of the anti-image variables. These
. are considered to be the diagonal entries in the diagonal matrix S2 , and each is the |
| proportion of the variance of an original variable which is not predictable from the other
original variables. In Append'%x H. 2 is given the matrix transformation, | - R-'l 52,
from original to image variables. Each column corresponds to an image variable and gives
the linear equation for computing the image variable from tae original variables. The

columns i n the appendix have been normalized. In Appendix H. 3 is givén the ¢ofré|aﬁoh - K

 matrix, SR-] S, of the anti=image variables.

The anti~image variables are approximations to the unique factors in pure

factor analysis, and so they are expected to be essentially uncorrelated.

*

- This appendix is further explained in Section Il. C. o
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Appendix H. 1. VARIANCES OF ANTI-IMAGE VARIABLES: §2

1 0.477839
2 0.351161
2 0.292145
4 0.294976
5 0.377501
6 0.368327
7 0.629175
8 0. 620136
9 0.456239
10 0.234209
11 0.401067
2 0.600189
13 0.523727
14 0.190296
15 0.187413
16 0.000828
17 0.001197
18 0.003468
19 0.006127
20 0.003283
21 0.308779
22 0.004168
23 0.636060
24 0.667299
25 0.014584
26 0.005915
27 0.431822
28 0.012577
29 0.,462151
30 0.012060
31 0.111527
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APPENDIX 1|

The image covariance matrix, G, was factored according to the Harris

" factorization scheme. The matrix G is not given here, but it equals R-ZS2 +
S2 Fb'l s2 -

\ ’ Y,

The Harris factorization begins with the determination of the Harris roots of

1,1

R, which equal the latent roots of S™ RS~ ', They are given as Appendix I. 1, and

are considered to be the diagonal entries of the diagonal matrix Br2’ The correspording
Harris roots of G, which equal the latent roots of S-] GS-], are Bgz= B r2-l)28r"2
and are also giver in the Appendix I. 1. The Harris vectors of Rand G, which equal

-1 ] ]

the latent vectors of S-] RS "and§ 'es”T

, form the columns of the matrix X, which
is presented in Appendix |. 2.’ The Harris factors of G are given in Appendix I. 3,
‘which is computed as Fg = SXB 9 and is called the unrotated image factor matrix. In the
~appendix the rows and column are bordered by row and cofumn sums of squares. The |
i~ row sums of squares are the image variable variances, and the column sums of squares

are the image voricmcés of the factors. The order of the factors follows the order of the

ji Harris roofs. | | )

I~ ~ The appehdix is further discussed in Section Ii. C,
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Appendix 1. 1. HARRIS ROOTS OF R AND G: B  and 392

B 2 B 2

- r -9

1 2261.584970 1 3259.58%277

2 156135910 2 154. 142315

3 18.912700 3 16. 9655 74

4 15. 477748 4 13.542357

5 8.479642 5 6597571

6 6.500032 6 4. 553877

7 44,949]156 7 3.151210

8 3.825505 8 2. 086908

9 3.161966 9 1. 478225

10 2.602987 10 0.987161
11 26335022 11 0.763283
12 2.009707 12 0.507292
13 1.752313 13 0.322987
14 l. 569986 14 0.218922
15 1.521496 15 0.078214
16 1.267657 16 0. 0565 14
17 1.221154 17 0. 040052
18 1.104365 18 Qe 009863
19 0.953511 19 0.002267
20 0.891548 20 0.013193
21 0.845286 21 0.028317
22 0.802138 22 0. 048806
23 0.762615 23 0. 073892
24 0.738060 24 G. 092964
25 0. 650423 25 0.187884
26 0.594352 26 0. 276857
27 C. 538834 27 0. 394692
28 0.432827 28 0.743218
29 0.416901 29 0. 815550
30 0.312838 39 1.509379

31 0.263364 31 2.060393
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APPENDIX J

The unrotated image factor matrix was given in Appendix 1. 3. [t pro-
: vided the bas's for finding the nomal varimax orthogonal factorization of the imagé g

covariance matrix G.

The normal varimax orthogonal rotation procedure was applied to Fg’ given
in Appendix . 3, and the matrix Fng was derived, where Tg is an orthonomal matrix,
and is presented in Appendix J. 1. The matrix Fng is the rotated image factor matrix, )
~and is presented in Appendix J. 2. In the appendix, the rows and columns are bordergd
by row and column sums of squares. The row sums of squdres are the variances of the |
image variables. The column sums of sGuares are the rotated image factor variances.
" Note that the factors have been arranged in order of decreasing image variance. The
requirement for securing factor scores necessitated the computation of the rotated image |
- factor weight matrix. It was computed as 5™ XBr-] Tg . In Appendix J. 3, exch colum_n' N .;
""gives the nomalized weights for the original variables in compufing the f_acfof score, o

i This appendix is discussed further in Section II. C.

’
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APPENDIX K
\ \
In order to facilitate comparison of the rofated component and the rotated

image factor structures, the matrix of crosscorrelations between the rotated image and

the rotated component factor scores was computed.

In Appendix K. 1 is given the matrix of crosscorrelations. The columns

correspond to the rotated image factors and the rows correspond to the rotated component |

XB

1 ]

factors, The crosscorrelation matrix was computed as Tr'M"l Q'RS

T . -
9. .

This appendix is discussed further in Section Ii. C.
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APPENDIX L

This appendix allows comparisons across strata of different values for
selected characteristics. The llist of characteristics and the associated statewide
megns are given on the f?ld-out tab. The strata were formed by first separating each
" of five rotated image factor score distributions at the median, and then identifying
~all the districts which were members of each of the 32 unique combinations of above~
- the-median (+) and below-the~median () for the set of five rotated i image factor scores.

The procedure for forming strata is more fully described i in Sectior. Il. D,

The appendix is divided into four Pages, and eight strata are described on
- each page. Each column gives the selected values for one of the strata. The pattern
of (+) and () at the head of the column identifies the stratum. The next four numt;ers

- give the size of that stratum and the portion of the districts therein which fall into
certain WSDP! classifications. Th ne rest of the entries in the column are stratum ovemgeé; } :

~ taken over all the districts in the stratum, for the selected chamcfernshcs.

This appendix is discussed and interpreted in Section IIl, B, -

’;JO;
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- - Factor One - Numerical Size
- - Factor Two — Organizational Complexity
= - Factor Three - Teacher Experience
- - Factor Four = School Unit Size STATEW IDE
t - Factor Five - Economic Power CHARACTERISTICS
29 9 Number of Districts 632
100.0 100.0 Percent with county-based administration 79.7
0.0 33.3 Percent which have high schools 55.5
0.0 22.2 Percent which receive integrated aid 61.3
109.6 189.0 Total Enrollment Per District 1285.6
109.6 149.6 Elementary enrollment per district : 798.0
0.0 37.4 Secondary enroliment per district 487 .6
4.5 7.3 Totai Siaff Per Disirict 58.4
4.3 5.7 Elementary teachers per district 28.8
0.0 2.8 Secondary teachers per district 23.9
0.2 0.9 Other professionals per district 5.7
1.0 1.3 Number of Schools Per District 4.3
0.1 0.1 Schools per district with only one or two rooms i.d
0.9 1.2 Schools per district with three or more rooms 3.0
4,520.7 3,811.1 Equalized Valuation Per District 33,727.8
109.6 141.8 Students per school in the stratum 205.9
24.3 20.3 Students per staff in the stratum 22.0
4.5 7.0 Staff per school in the stratum * 13.4
41.3 20.2 Valuation per student in the stratum 26.2
4,520.7 2,858.3 Valuation per school in the stratum 7,762.6

* (Dollars x 1000)

Aruitoxt provided by Eic:

ERIC




Tt e s, :

O R R SR TE

.- T ' ' .
, . . o . .
LR S v .
e .
v B
t | = ‘4
. 5
.ot M
v . ’
. v -
'

APPENDIX M
This appendix contains the full descripticns of the input variables.
The variables are named _dnd numbered to correspond with the list of input variab|§s |

. given in Table 7.

- The definitions and sources of the data represented by the variables are

- Adeluiled in Section il. A. :

tosa
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APPENDIX M

Names and Descriptions of Initial Input Variables

Variable 1: Mean Credential

Elementary school teachers hold different kinds of teaching credentials. Ten kinds
of credentials are recognized in Wisconsin, and for this study they were given preference
raﬁ}\gs according to WSDPI criteria: the highest ratings corresponded to the highest numeric

codes. These are the kinds of credentials and their numer: 2 codes:

Code Kind of Teaching Credential

o

1 year special license
1 year permit

2 year license

2 1e .-
- - -
- yew 11LCnsSe

5 year term certificate
4 year term certificate
3 yéar term certificate
2 year term certificate

1 year license

O 00O N O O AW -

life certificate

For a district, Varioble 1, Mean Credential, is the arithmetic mean of the ratings of all the

full-time elementary teachers in that district.

Variable 2: Mean Degree

Elementary school teachers differ with respect to the academic degrees which they
have earned. The WSDPI records the highest academic degree held by a teacher, and for
this study the degrees were given preference ratings according to WSDPI criteria: the
highest ratings corresponded to the highest numeric codes. These are the degrees, together
with their numeric codes: | :
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Code Kind of Academic Degree

] less than 2 years (no diploma)
2 2 years (diploma) |

3 3 years

4 Bachelor's

5 Master's

6 ~ 6 years

7 Doctor's

Y] other

For a district, Variable 2, Mean Degree, is the arithmetic mean of the numeric codes of

all full-time elementary teachers in that district..

Variable 3: Mean Salary

sl | ) .

The WSDP! re the salary, in doliars per schooi year, of each teacher in Wisconsin.

lale e
Pive v ~r LA ]

An
L)

Variable 3 for a district is the arithmetic mean of the salaries of all the full-time elementary

teachers in that district. !,

Variable 4: Mean Local Experience

The WSDPI records the teaching experience, in months, of each teacher in Wisconsin
The record is given for both local experience and total experience. Local experience is given
by the total number of months a teacher has been teaching in the district where he is currently
employed. For a district, Variable 4 is the arithmetic mean of the total months of local

teaching experience of all the full-time elementary teachers in that district.

Variabie 5: Mean Total Experience

This variable for a district is the arithmetic mean of the total number of manths of
teaching experience, both local and elsewhere, or all the full-time elementary teachers
in that district. ‘

Variable 6: Mean. Grade Spread

A teacher might be responsible for a classroom group which includes students from

'
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several grades; for instance, some of his students may be in grade 2, some in grade 3,
and some in grade 4. Another teacher might have only fifth grade students in a self-
contained classroom. Variable 6 reflects the spread or range of grades of the students
for which a teacher is responsible. A teacher whose siudents are all at the same grade
level will be assigned a score of "1", If the students are from two grade levels, a score
of "2" will be assigned. If a teacher has students in Grades 2 through 4, the Grade
Spread Score is "3", For a ciisfrict, then, this variakle is the arithmetic mean of the

grade spread scores for all the full-time elementary teachers in that district.

Variable 7: Log-Variance Credential

This variable for a district is the logarithm, base e, of the variance of the credential
codes (see Variable 1) of all the full-time elementary teachers in a district.

Variable 8: Log-Variance Degree

This variable for a district is the logarithm, base e, of the variance of the degree

code scores (see Variable 2) of qll the full=time elementary teachers in that district.

Variable 9: Log-Variance Salary

This variable for a district is the logarithm, base e, of the variance of the salaries
|
|

in dollars {see Variab

| the fuli-fime eiementary teachers in that district.

Variable 10: Log-Variance Local Experience

This variable for a district is the logarithm, base e , of the variance of the years

of local teaching experience (see Variable 4) of all the full-time elementary teachers in
that district.

Variable 11: Log-Variance Total Experience

This variable for a district is the logarithm, base e, of the variance of the total
years of teaching experlence (see Variable 5) of all the full-time elementary teachers in
that district.




Variable 12: Log-Variance Grade Spread

This variable for a district is the logarithm,base e, of the variance of the spread
in grades taught (see Variable 6) by all the full-time elementary teachers in that district.

Variable 13: Kind

This variable indicates the general kind of administrative structure un Jer which a
school district operates. The WSDPI uses a seven-category coding scheme (See Table 1,
Part 11). Each category indicates a slightly different tax base. For research purposes
the WSDPI scheme was reduced to a two~category scheme, wherein a "1" was assigned to
city-based districts, and a "2" to county-based districts. These codes are inverted with
respect to preference ratings assigned by the WSDPI (see Table 1), The lower value corres=
ponds to the higher WSDP! rating.

Variable 14: Scope

This variable designates whether or not a district has a high school. The variable
is " 1" for districts with one or more high schools and "2" for districts with no high schools.
Note that these codes are inverted with respect to preference ratings assigned by the WSDPI
(see Table 1). The lower value corresponds to the higher WSDPI rating.

This variable indicates the level of state aid a district receives. The WSDPI dis-
tributes state aid according to three classifications, each of which has a specific set of
criteria. The three classes of state financial aids are: "Integrated”, the class of districts
which receives the higheéf rate of aid distribution; "Basic with Integrated", the class which
receives the second highest rate of aid distribution; and "Basic”, the class receiving the
lowest rate of aid. For research purposes, numeric codes were assigned to the three classes

as follows: "1" for Integrated, "2" for Basic with Integrated, and "3" for Basic.

Variable 16: Secondary Enrollment

« This variable is the tota! student enroliment of all the secondary schools in the dis~
trict. It is coded "0" if there is no secondary school in the district.
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Variable 17: Elementary Enrollment

This variable is the total student enrollment of all the elementary schools in the
district. Since only districts with some elementary students were included in this study,

the variable is always greater than zero.

Variable 18: Number of Elementary Teachers

This veriable for o district is its total number of all full-time elementary school
teachers. '

Variable 19: Number of Junior High School Teachers

This variable for a district is its total number of all junior high school teachers.

Included are teachers who teach some elementary students, as well as some junior high.

Variable 20: Number of High School Teachers

This variable is the fofal number of all high school teachers in a district. Also in-
cluded are teachers who teach some ciementary or junior high grades, as well as some high
school., '

Variable 21: Number of Other Teachers

This variable for a district is the total number of all teachers in the district who
have not been counted in Variables 18, 19, or 20. Included are part-time teachers, and

administrators who teach.

Variable 22: Number of Other Professionals

This variable for a district is the total number of all professional staff in the district
who were net counted in variables 18, 19, 20, or 21. Included are those professional
employees with no teaching duties. Note that the sum of Variables 18 t6 22 is the total
number of professional employees in a dlstrlct
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Variable 23: Number of One=Room Schools

This variable is the total number of schools in a district with only one teacher,

and is, by inference, the number of one=-room schools in that district.

Variable 24: Number of Two- oom Schoor!_.:..

This variable is the total number of schools in a district with exactly two teachers,

5, . \ . < 1o
and is, by inference, the 'number of two=room schools in that district.

Variable 25: Number of Three=or-More=Room Schools

This variable for a district is the total number of its schools with three or more
teachers, and is, by inference, the number of three-or-more room schools. Note that the
sum of Variables 23 to 24 is the total number of schools in a district.

Variable 26: Equalized Valuation

This variable is the equalized valuation in dollars of a district. It is the standardized
property wealth of a district, as determined by the Wisconsin State Department of Taxation.
The variable affects the distribution of state financial aid to the school district.

This variable is the ratio of the equalized dollar valuation of a district to the number
of students in that district. Note that this variable is equal to the ratio of Variable 26 to
the sum of Variables 16 and 17. '

Variable 28: Students/School

This variable is the ratio of the number of students in a district to the number of
schools in that district. Note that this variable is the ratio of sum of Variables 16 and 17
to the sum of Variables 23, 24, and 25. |
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Variable 29: Students/Staff

This variable is the ratio of the number of students in a district to the number of
professional employees in that district. Note that Variable 29 is the ratio of the sum
of Variables 16 and 17 to the sum of Variables 18 to 22.

Variable 30: Staff/School

-

This variable is the ratio of the number of professional employees in a district to
the number of schools in that district. Note that Variable 30 is the ratic of the sum of
Variables 18 to 22 to the sum of Variables 23 to 25.

Variable 31: Valuation/School

This variable is the ratio of the equalized dollar valuation of a district to the number
of schools in that district.. Note that this variable is the ratio of Variable 26 to the sum of
Variabies 23 1o 25.
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