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Classification is one of the fundamental
concerns of science. Facts and objects
must be arranged in an orderly fashion
before their unifying principals can be
discovered and used as the basis for pre-
diction. Many phenomena occur in such
variety and profusion that unless some
system is created among them they would
be unlikely to provide any useful infor-
mation.
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PREFACE

What is the subject matter of this report?

This report describes an empirical approach to the study

of organizational and demographic characteristics of school

districts. The particular approach set forth is the result

of research work which was initiated as "A Study of Certain

Characteristic Patterns of Elementary School Districts in

Wisconsin". The initial conceptualization and plan of the

study were relatively restricted, but as the work progressed

and certain methodological problems were solved it became

clear that the empirical approach and technical developments

had considerable generality in terms of their applications

and implications.

For the purpose of stating clearly the broad applications



and implications of the research methodology, the conceptuali-

zation of the project was reformulated as "Multivariate Pro-

cedures for Stratifying School Districts". This conceptuali-

zation is reflected in the organization of the report, which

consists of three major parts:

Part One discusses the scientific issues and concer;s
concerning school districts as a population
of organizational entities, and the technical
and statistical problems involved in studying
a population or sample of these entities.

Part Two presents the statistical methods and techniques
appropriate for the study of a population of
school districts, and the data processing pro-
cedures necessary for manipulation of avail-

. uble information.

Part Three provides several exemplary applications which
demonstrate the broad utility of the approach
and the flexibility of the general procedures
when applied to specific research problems.

Of what importance is the research reported herein?

A first glance at the body of this document will under-

standably dismay the non-technical reader. The text is laced

with technical terms such as "descriptive complexity", "repli-

cability" and "generaZizability". So-called jargon, on first

sight, often evinces doubt about the meaningfulness and relevance

of the research from the viewpoint of practicing educational

administrators. Certainly the non-technical reader cannot be
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expected to digest and assimilate the various "gymnastics"

of statistical manipulations such as those discussed in

Part Two..

T4e apparent complexities of the mathematical and

statistical manipulations should not, however, cloud the

fundamental issue to which this report is addressed, for

these issues have great importance for administrators in

various types of educational organizations.

Practicing educational administrators are repeatedly

confronted with problems involving a large number of educa-

tional collectivities. For example, the director of a

Regional Educational Laboratory is concerned with numerous

and varied school districts contained within his territory.

On one hand, it is impossible for him to attempt to plan an

activity in which each individual district will be considered

as a discrete entity with its own individual characteristics.

On the other hand, it is foolhardy for him to consider dealing

with the population of districts as though they were homog-

enized, or as if each was highly similar wo the others.

Practicality requires that he find some way of differentiating,

for a variety of purposes, among districts so that those

having similar characteristics are grouped vogether while

those which are dissimilar are separated. One approach to

solving such a problem has been to classify districts, according

iv



to student enrollment size. Such a classification achieves

a simplification of the situation and the complexity is reduced.

However, as most practicing administrators are aware, such an

approach tends to oversimplify the situation. It fails to

recognize other important characteristics of the districts,

such as the socio-economic milieu within which they operate,

the internal complexities of the agencies, and the demographic

character of the school attendance areas.

Tice need for differentiating among school districts is one

of the basic problems faced by state officials responsible for

the distribution of state aids to local school districts. The

key question posed by this problem is: How can the individuality

of each district be recognized in a classification and/or ac-

creditation scheme which will allow effective and equitable dis-

tribution of funds, consistent with the objectives and criteria

of a state support program? In Wisconsin, for example, a tri-

chotomous classification of districts has served for a long time

as the basis for distributing state aids. Historically, use of

these three classes has achieved the purpose of supporting,

stimulating, and motivating local districts in the improve-

ment of their educational programs. Now however, over 60%

of Wisconsin districts fall in the same category and are

treated as if their needs were equal and of the same kind.

This report does not provide any specific, improved solution



7:',..:1-7-7.7-71:1C1.7, 7=

to this general problem. It does, however, sharply focus

attention on the problem of constructing district classifi-

cation schemes, by describing and demonstrating an approach

to classification and/or accreditation which takes into account

the individual characteristics of each district.

The crux of the classification and/or accreditation problem

is that it is not feasible to treat each district as an individual,

discrete entity by developing idiosyncratic rules for say, dis-

tributing state aid. Nor is it efficient, effective or fair

to treat aZZ districts as though there were no differences

among them. District needs vary over the years due_to changes

in the schoa-community being served and in the organizational

character of districts. These comments are not meant to imply

that the problem of classifying districts has been neglected,

or that it is an unstudied problem. Concern for differentiating

among districts is continually evidenced. For example, a

practicing administrator may say "You don't launch a new pro-

gram of in-service teacher training in 'down-state' districts

in the same way that you initiate such a program in our largest

city". But how can the individuality of districts be em-

pirically recognized and pragmatically taken into account?

The purpose of this pre factory discussion--and indeed of

the total report--is to emphasize the importance of recognizing
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that there are many characteristics which differentiate school

districts, and that they should be and can h- used for practical

purposes. Furthermore, it is important to establish operationally

and empirically the exact nature of the differential reZation-

ships which exist among a set organizational entitites such as

school districts. In this vein, the basic function of this

report is to describe a particular set of tools useful in the

pragmatic consideration of school district individuality. The

exact procedures described in this document are not recommended

as ultimately ideal solutions, but they do represent exemplary

solutions to the basic problem. And, they demonstrate that em-

pirical and systematic approaches can be made to the difficult

and complex--bt important--task of accounting for individual

differences within a population of schooZ districts.

The utilities afforded by an appropriate, empirical classi-

fication of school districts are numerous and varied. Several

possible uses are discussed in Parts I and II of this report

and are illustrated in Part III.

One of the most noteworthy uses of a stratification

(classificiation) scheme is in economizing the study of school

districts, in terms of time, effort and money. For example,

the need for securing information about an entire state edu-

cational system does not mean that aZZ districts in the state
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must be surveyed. A stratified random sampling scheme can

be used for gathering information from a fraction of the

district prpulation, and only minute losses in the precision

of summary data will occur. The use of such efficient sampling

techniques is accompanied by significant reduction in the costs

of information collection. One example of this type of utility

is given in Part III Section D of this report.

From what viewpoint and background was this research undertaken?

9

e4,

The style and tone of this report might understandably

suggest to the reader that the research was an exercise in the

manipulation of a grand conceptualization invoking a methodological,

statistical paradigm. The initial formulation of the research

plans arose as a response to a particular problem concerning the

selection of a sample of elementary school teachers in the state

of Wisconsin (see Part Three). Initial discussions for the pur-

pose of achieving this goal took place in the fall of 1963 be-

tween staff members of the Wisconsin State Department of Public

Instruction and a research team of the University of Wisconsin

Instructional Research Laboratory. During the following twelve

months, much of the preliminary planning and preparatory work

was accomplished and was culminated by the submission to the

U. S. Office of Education of the proposal for the project as

it 7.1/7-0 initimtz,d in June, 1965. This preliminary work involved

preparation of the specific details of the research plans, design

of the data matrix, methods of applying the analytic results to

viii



sampling problems, decisions about variables which would form

the input for the computational analyses, and outlines and

tests of some of the necessary computer programs.

Thus.the approach to investigating school dist22cts de-

scribed in this report evolved inductively from contiauing

sideration of a particular problem until the broad, general im-

plications of the approach became apparent to the research team.

Several comments concerning the history and developments of the

research work are appropriate for the purposes of indicating the

favorable conditions under which the project was executed, and

of describing some of the logistic difficulties which the

researchers encountered.

The planning activities were co-incident with the develop-

ment of a data processing system in the Wisconsin State Depart-

ment ofiNblic Instruction ( WSDPI) . Without this system, the

organization, tabulation, and storage of the input data would

have been a task of such magnitude that it is quite likely that

the work reported here would never have been undertaken. Data-

mation has exerted a significant impact on the management of

education. However, the technical aspects of such systems are

frequently not understood by personnel inexperienced in the

logistics of automatic computing machinery. Some of these

technical difficulties confronted the researchers for the duration

of.the project. For example, the WSDPI data processing system

used IBM machinery, while the University of Wisconsin Computing

Center used a CDC 1604 system. These two computer system& are
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not precisely compatible for writing and reading data stored

on magnetic tapes--a problem which can be corrected by Improve-

ments in the manufacture of the electronic mechanisms. One

specific difficulty of this kind arose when data written with

IBM equipment had to be read by a CDC mechanism. This re-

sulted in errors of various kinds during transfer of tape-stored

data.

Such difficulties can be solved. But the solutions take

time and continuous monitoring of computations, so that mistakes

can be identified and corrected. It should be noted, hoWever,

that such difficulties are relatively minor when the alternative

is considered:, the manual manipulation of thousands of punched

cards gathered from several different sources.

Another pertinent historical comment concerns the analytic

methods and their computational applications. The procedures

described in the report involve the application of complex multi-

variate statistical techniques for the purpose of summarizing a

large quantity of data entries and variables. The analytic

design required the computation of exact distributions of factor

scores; two computational techniques were necessary to construct

the scores. The psychometric basis for one of these techniques

depended on work which C. W. Harris camp Toted in 1962. Harris'

work extended a basic mathematical formulation oil L. Guttman

which was published in 1953. The application of these statistical



procedures to the study of school districts, as described in

this report, is believed by the authors to be the first such

use in educational research.
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PART I

SECTION A

RATI ONALE:. THE NEED FOR A MULTI VARI ATE STRATI Fl CATION SCHEME

The Local Education Agency (LEA or school district) is a focus of study or a

sampling unit in numerous and varied educational research investigations.) There are
.`t

two general reasons for researchers being concerned with the LEA.

One reason is that district sampling may be a necessary step in an hierarchial

sampling plan, the final target of which is schools or persons. Because of administrative

considerations, such a plan requires that a district (or several districts) must first be se-

lected in order to clear channels for gaining research access and cooperation. This is

especially true if district personnel are to be active in the research process (e.g. see

Ryans,1960, or Carter and Sutloff, 1960).

A second reason involves the direct study of district characteristics.. Occasion-

ally differences among districts are stated to be an important factor, or major source of

variation. A preliminary goal of some such research is to describe district characteris-

tics in a limited empirical fashion. Some studies have pursued this in depth, endeavor-

ing to define or discriminate among "types" of districts using measures based on some

broadly conceived criterion variables. One of the more important and popular kinds of

criterion variables is the adaptability of various types of school systems--often defined

in terms of organizational transformation or of the adoption of educational innovations.

An early and well-known study which endeavored to discriminate among types of dis-

tricts on an adaptability criterion variable was executed by Mort and Cornell (1941);

1 Reported investigations are distributed throughout much of the educational research
literature; two sources in which they are frequently cited are particular issues of the
Review of Educational Research, entitled "Educational Organization, Administration
and Finance" (October, 1961 and October, 1964).

crv, -77-77-77k
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a more recent study with a similar purpose has been reported by Carlson (1965).

But a review of relevant literature indicates that approaches to sampling or

studying school districts in educational research can be generally characterized as un-

systematic or otherwise inadequate (see Cornell, 1960). The problem confronted by

this project was to develop an approach to the characterization and sampling of LEAs

which would overcome or circumvent certain typical methodological pitfalls. A syste-

matic methodology for studying LEAs is becoming increasingly necessary because LEAs

are becoming increasingly important; the local district has become more powerful as the

organization through which educational policies and techniques are developed and

channeled. Also, the development of a systematic methodology is now feasible be-

cause of progress in the applications of two research tools: one, high-speed electronic

computing machinery and associated data banks and, two, new multivariate data

analysis techniques.

In the remainder off this section, some common research practices are de-

scribed and exemplified and inferences are drawn which provide a background for dis-

cussing the particular multivariate approach developed in Part II and demonstrated in

Part III. Section B of this Part is given to a description of project objectives, and

Section C provides an overview of the development and use of the methodological

algorithm.

This section has been titled, "Rationale: The Need for a Multivariate

Stratification Scheme". Establishing such a need has two facets: first, the preceeding

paragraphs have indicated that a systematic methodology for studying LEAs is important

in educational research; second, the remainder of the section will indicate that such a

system is not found in the reported literature. But the concern in the review of litera-

ture will not be for "criticisms", in the negative sense of the word. Rather an attempt

is made to educe and evolve from the literature criteria or development of a methodology.
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Inter-district variation is not always an acknowledged source of variance in

educational research, but it is an implicit one in any study which treats districts as

sampling units cr observational entities. For instance, many studies collect and process

data from several districts to ensure "representativeness", but their reports do not in-

clude information about the dimensions used to sample districts--if, indeed, dimensions

wer,e used--or about the variation of the criterion characteristics among the districts.

Typical of sampling descriptions given in such reports is the statement that "Figures

below are based on the endorsements given to variations of attitude by fifty northeastern

New Jersey secondary school principals" (Berthold, 1951), or "The answers to thes.:

questionnaires provide basic information concerning 433 parochial elementary schools

in 29 states Teachers reported on 41 different schools while they attended the regular

summer session. There is no reason to believe that this is a skewed sample of parochial

school teachers, or that these women are biased in a way that other similar teachers

would not be" (Fichter, 1958).. When reviewing the literature on the social backgrounds

of teachers, Charters (1963, P. 771) concluded that "it is impossible....to compare the

results of one study with another.'

Whether systematic individual differences among districts affect research

results exp licitly or implicity, the results of studies which involve the school district as

a sampling unit are typically difficult to generalize beyond their particular contexts.

Also, it is usually difficult to compare results across such studies. Such limitations are

related to three general classes of research manipulations: 1) describing school districts,

2) comparing results of separate studies, and 3) selecting dimensions with which to dis-

criminate among districts. These are three distinct but related methodological issues,

and they are respectively related to theoretical concerns for 1) sufficient descriptive

complexity, 2) replicability, and 3) general izability. These three points are given here



not only as criticisms of typical research, but also as criteria for the stratification

system developed in this study and specifically described in Parts II and III. It is there-

fore necessary to explicate the importance of each point. The explication is given in

the remainder of this section and a summary is presented in Table 1.

SUFFICIENT DESCRIPTIVE COMPLEXITY

ti

Dimensions typically used for describing and discriminating among districts

are inadequate: research studies are limited by definitions of descriptive dimensions,

and by oversimplified district characterizations. If the study of school districts is to be

scientific in any sense, then an empirically rigorous taxonomic system is required for

describing and differentiating districts. An adequate classFficatory system is no less

necessary in the study of institutions than in any other field of scientific inquiry:

Classification is one of the fundamental concerns of science.
Facts and objects must be arranged in an orderly fashion before
their unifying principles can be discovered and used as the basis for
prediction. Many phenomena occur in such variety and profusion
that unless some system is created among them they would be un-
likely to provide any useful information (Sokol, 1966).

The act of making discriminations among districts--even if the distinctions

are only dichotomous--necessitates the definition of a dimension of discrimination. In

the process of 'identifying, labelling, and working with such a dimension, the researcher

is frequently faced with a dilemma. On the one hand, a researcher might choose a

replicable and operationally sound dimension which oversimplifies the differentiations

among districts, with a corresponding loss of meaningfulness. On the other hand, if

he wishes his procedures to reflect more accurately the complexities of district charac-

teristics, he finds it difficult to define dimensions which are operational and manipulable.

For instance, an investigator may feel that "district size" is an important distinction

to make among respondents in his study. Though enrollment totals are typicony employed
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TABLE 1

Summary of Methodological Issues

6

OS

Issue

Description

2. Comparison

3. Selection

Hazard Criterion

Insufficient characterization of Sufficient DescriF"-ive Complexity
LEAs and failure to utilize rele-
vant information, resulting in
oversimplification and disregard
for the complex structure of
these organizational entities

Ad hoc categorization of LEAs Replicability
and-TIT-defined and unreported
selection' procedures resulting
in the inability to test and ac-
cumulate knowledge.

A posteriori classification of Generalizability
TEAs, resulting in the confound-
ing of district differences with
other dimensions peculiar to the
particular sample.

moiniaMmiiiimumunimm



as stratification variables in such studies (for instance, see Ryans, 1960; Schunert,

1951; or Barnes, 1961), the investigator may feel that other indices of size--such as

the number of teachers employed in the district, or the number and capacity of school

buildingsare also important indicators. There would be no problem in such a case if

the various indicators of "district size" were perfectly correlated, but thi:t is infrequently
true.

A criterion, then, for procedures which characterize, categorize, or stratify
school districts is that they incorporate sufficient descriptive complexity and thereby

acknowledge the multivariate nature of school district characteristics. r

REPLICABILITY

Procedures for categorizing districts are often project-unique. When researchers

need to establish procedures fot discriminating among districts, they often rely upon ad

hoc rational schemes for district characterization. Such schemes are often based on the

nature of the particular content being researched, and on the investigator's familiarity

with the districts in which he works; consequently, the assignment of districts to strata,

types, or clusters is far too often based on the use of impressionistic observations.

An example of a selection scheme which would be very difficult to replicate may

be found in Pierce's (1947) study of factors related to adaptability. His sample of dis-

tricts was recruited from the "Metropolitan School Study Council", which is

. an organization of relatively wealthy communities located,
with the exception of a small number ..., within the metropolitan
area of Ilcw York City, including eight communities from within
the It was not possible in the final analysis to include
every community in each phase of the study due to incomplete
data on some of the measures. Conclusions and statistical analyses
are based for the most port on data From 48 communities.
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It seems appropriate to point out the richness of this
setting for a study of this kind. Probably no other group could
afford a better background for the study of factors which may be
related to making good schools

Clearly, the sele'ction of the "sample" for this study was determined more by ilon-

venience than by an a priori proscribed rationale. It is also clear that any investigator

whop wished to replicate the study would have to seek out those same 48 communities

and their districts; he has no basis for defining an independent, but somehow comparable,

sample of districts or communities.

Brur.3r (1957) later wrote that Pierce had

shown most elaborately through statistical techniques that
what a school is is determined far more by what the community
is than by what goes on within the four walls of the school
building (p. 79).

Such a conclusion seems hasty,. in view of the ambiguity of the school selection procedure

used in the study, and in view.of the fact that Pierce did not directly compare the impact

of community characteristics with that of "internal" school characteristics.

A study by Duncan and Kreitlow (1954) is another example of one which would

be difficult to replicate because the manner of defining the sample is unclear. In this

study,

data were obtained by personal interview in 38 rural neighborhoods
located in [various parts I...of Wisconsin... The neighborhoods
were selected so as to constitute 19 matched pairs, one in each pair
being homogeneous in ethnic and religious characteristics and the other
heterogeneous in these respects. The two neighborhoods in each pair
were matched on [socio-demographic) characteristics. The 19 pairs
represent a range of agricultural land types, types of school system and
specific major ethnic-religious groups in the state (p. 350).

If another investigator wished to replicate this study in a different location, he would

need much more information about the identification and classification of "neighborhoods"

than that provided by these authors, such as: What are the characteristics of the popu-
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lotion of neighborhoods from which the 38 were selected? Exactly what was the

selection procedure used in identifying the 38? What are the operational definitions

of and the criterion cut-offs for "homogeneity" and "heterogeneity"? What was the

attrition rate; that is, how many neighborhoods had to be excluded from the study be-

cause they didn't 'match up' properly?

In a study such as Duncan and Kreitlow's, a more attractive alternative to

the sampling problem is to: 1) identify a population of 'neighborhoods', 2) develop a

theory-based but operationally-defined scheme for classifying neighborhoods as

'homogeneous' or 'heterogeneous', 3) partition the entire population into these categories,

4) draw random samples of neighborhoods from each of these two clusters, and 5) use

demographic variables as covariates, if statistical control o,er them is desired.

Although it is usuallymethodologically sound for the categorization or stratifi-

cation of districts to be based upon variables which have apparent theoretical relevance

to the content of the research, it is not desirable for these procedures to be largely

determined by the idiosyncratic aspects of individual studies, for the cumulation of

research findings is attenuated or prohibited. The criterion of replicability, then, for a

general system which characterizes, categorizes, and stratifies school districts is that

the system alkws the cross-study comparison and integration of results which are not now

possible. That is, the appl!;.-eations of the system should be replicable. Of course, the

system must permit the selection of dimensions (within the system) considered relevant

for particular research interests.

GENERALIZABILITY

Prior selection of districts to be studied often determines dimensions for cate-

gorizing districts. For purposes of this discussion, generalizGbility is equated with the
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avoidance of bias due to sample selection procedures. One type of biasing condition

consists of identifying a few (sometimes only two) districts which will grant access to

do research, executing the research and finding differences between or among districts,

and then comparing districts on the basis of descriptive characteristics in an effort to

find some hindsightful way to explain the results.

A recent study"of problem solving among elementary school teachers (Turner,

1964) describes a procedure for selecting school districts which may impose stringent

limits on the generalizability of the outcomes. Districts which might have cooperated

in the research were selected on an "invitationai" basis. At first, 25 Indiana systems

were invited to participate in the research; twelve of these either did not accept the

invitation or wee excluded L. as,. didohow.av 11147 4.41%4 11%11 ,G111"I vy ally Inexperienced teachers;

who were to be the primary respondents for the research. Other districts had to be dis-

carded from some subsequent analyses because their few beginning teachers did not stay

for the two-year duration of the study. The basis for selecting the districts to whom the

original 25 invitations were sent is not made clear in the report. After the study was well

under way, the investigators developed a method for "typing" the 13 participating dis-

tricts, based on equalized property valuation, and the ratio of working-class to middle

class children in a district. The purpose of this phase of the project was to dJtermine

the relationship between the "type" of district and selected characteristics of teachers

in the districts.

Inferences about sech relationships might have been stronger had the investi-

gators first identified a population of districts and "typed" each of them, and then

selected districts from types (preferabl y at random) until they had secured enough LEAs

which employed first-year teachers. It would remain to persuade the sampled districts

to cooperate. As it happened, the criteria of having the right kind of teachers and being



willing to cooperate were applied prior to the sampling of districts, and the "typology"
procedure was thus applied to a small and probably biased sub-set of the population of

districts. Grab -group samples are not likely to be representative with respect to

measured characteristics, because "grabability" is doubtless correlated with other im-

portant qualities which differentiate districts.
ti

Limitations on generalizability also occur when cases from a population of dis-

tricts are eliminated because data are inconvenient. For example, study by Terrien and

Mills (1955) contains a sequence of eleminations of districts which certainly biased the

outcomes of the research,but in some unspecified way:

Of the 1747 elementary districts in California, data were secured on
732: Because of the fact that in organizations of less than ten persons
one person does several jobs of both an administrative and non admini-
strative character, it seemed justifiable to remove from consideration
those 468 elementary districts in which the total organization numbered
less than ten .. Of the 245 high school districts, data were secured on100... four districts were less than ten persons in size, and these were
removed.

9

Such a practice would be less serious if relevant differences between the "eliminated"

group and the "retained" group could be described. However, such information is not

made available; in fact, the possibility of bias by differential elimination cannot be

detected because selection and elimination procedures are not fully discussed.

Such limitations are serious because dependent variables are frequently correlated

with relative availability of data. Almost always, some differences can be found among

districts which are correlated with and appecr to explain the results of the research. Such

policies are variously known as "taking advantage of chance", "fishing in polluted data",
"exploitation of the grab group", or "a posteriori hypothesizing". By any name, the .

practice violates a host of principles of sampling procedures and scientific and statistical

logic.
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A criterion, then, for a system which characterizes, categorizes, and

stratifies school districts is that the application of the system be unbiased and generaliz-

able. The advantage of such a system is that its availability might encourage analytic

procedures more sound than the search for descriptive schema which will "discriminate"

among a few districts selected for study because of their proximity, or willingness or

ability to cooperate.
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SECTION B

OBJECTIVES: THE DESI RED OUTPUTS OF THE PROJECT

The goal of the research described in this report was to provide for the

empirical characterization and categorization of a defined population of school

aist ricts.

The two dominant objectives were therefore to develop one general system

for character ization and stratif ication of LEAs and to illustrate the utility and appli-

cability of the system. The system was conceived and formulated as a genklal

methodological algorithm for measuring, stratifying, and sampling districts from

a population. Because the investigators considered districts to have multivariate

complexity, multivariate analyses have been the bases of the methodology. The basic

outputs of the algorithm, therefore, are multivariate descriptions and measures of

districts and multivariate sampling paradigms.

Three kinds of criteria shaped the development of the algorithm: A) Funda-

mental Scientific Criteria, B) Research Util ization Criteria, and C) Practicality

Criteria. Detailed discussion of these three kinds of criteria are given in this section,

and a summary is given in Table 2. The derived algorithm is operationally described

in Part I I , and illustrations and applications are given in Part I II .

FUNDAMENTAL SCI ENTI Fl C CRI TERI A

The scientific criteria have already been discussed in Section I .A. They

are a) sufficient descriptive complexity, b) replicability, and c) generalizability.

1 The definition for algorithm in this report will be that given in the Random House
Dictionary of the English Language: "any particular procedure for solving a certain
type of problem", where, in this case, the problem is the empirical stratification
of a population or school districts.

13



TABLE 2

Summary of Criteria
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Kind

4.iA. Scentific Criteria

Criterion

1. The dimensions should reflect the multidimensional
complexity of districts.

2. Applications of the algorithm should be repli-
cable.

3. Outcomes of those applications should be
generalizable and unbiased.

B . Utilization Criteria 4. The algorithm should allow precise and concise
descriptions of districts.

5. The algorithm should allow comparison and mite-
, gorization of districts.

6. Analytic comparison with outside variables should
be possible.

7. The algorithm should facilitate sophisticated
sampling for a wide range of studies concerned
with school district variability.

C. Practicality Criteria 8. System data inputs should be extant and im-
mediately available.

9. System outputs should be meaningful and directly
useable.

10. Special system outputs should be obtainable for
particular research interests.
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In Section I .A they were stated to be guiding principles for the design of the

algorithm. Here, further comments will be made concerning certain practical aspects

of the criteria.

Sufficient Descriptive Complexity. School districts are political, geographical,

administrative, sociological entities. Within practical limitations, the array of input
ti

information should be selected and prepared to reflect and indicate as many aspects as

possible of school district characteristics. And in summarizing and compositing the in-

put information, care should be taken to avoid oversimplification.

Replicability. To make comparitive and longitudinal studies possible, it is

desirable to be able to update the algorithm period ically. For input availability and

structure and the composition of the population change across time. Also, it should be

possible to transplant the algorithm to other populations where similar inputs are avail-

able. Then, for example, studies made in Wisconsin could be compared to studies

made elsewhere.

Generalizability. The algorithm should be comprehensive. That is, all the

units in the target population (for this study, all the elementary school districts in

Wisconsin) should be included. And all dimensions arising from the algorithm should

apply to all the units in an unbiased way.

RESEARCH UTILITY CRITERIA

The use of multivariate methods in the exhaustive application of a comprehensive

paradigm to a population of districts should yield dimensions which haVe utility for

these general research processes: description, comparison, logical analysis, and

sampling. In the following paragraphs these processes are briefly discussed: Their re-
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quirements are stated as criteria in the development of an algorithm; and, as illustra-

tions, previews cre given of the ways in which the present algorithm meets the criteria.

Description. An algorithm should uncover meaningful dimensions on which the

units vary, dimensions which are intrinsically valuable for developing and verifying

theoretical notions on the nature of school districts. In the present study, the wide range

of input information was reduced to a small number of independent and meaningful

dimensions.

Comparison. It should be possible to partition the population of districts into

clusters such that the clusters are homogeneous internally and heterogeneous with respect

to one another. One clustering specified by the present algorithm is described in

Section 111.B. Furthermore, the present algorithm allows specifying new clusterings based

on any selection of the charaCterizing dimensions. Qualitative and quantitative comparison

can then be made between clusters or "types" of districts.

Logical Analysis. It should be possible to analyze the dimensions derived with-

in the algorithm as possible sources of variation in understanding and explaining the dis-

tributions of other variables across the districts. Deming (1953) makes a useful distinction

between analytic and enumerative uses of research data: "In the analytic problem, the

action is to be directed at the underlying causes that have made the frequencies of the

various classes of the population what they are, in order to govern the frequencies of

these classes in time to come." Cornell (1954) demonstrates that most educators are in-

terested in analysis. The present algorithm can be utilized to examine relationships

between the complex, derived dimensions for characterizing and differentiating dis-

tricts ( independent variables) and other dimensions which have intrinsic value for

particular research interest (dependent variables). This utility, of course, will depend

on the meaning or interpretability of the derived dimensions and on their theoretical

relevance to the dependent variables.



Sampling Techniques. ihe algorithm should facilitate sophisticated sampling

for a wide range of research applications in which school district variability is of con-

cern. This concern may be for the need to define an especially efficient or especially

generalizable sample. Or this concern may be for defining a sample which is highly

variable. The present algorithm allows the selection of stratified samples which meet

these needs, as illustrdted in Section III.D.

PRACTICALITY CRITERIA

17

While methodological criteria are concerned with the various kinds of research

goals for which an algorithm should be useful, criteria of practicality or feasibility are
related to the probability that the system will be implemented. If the establishment of

the system is extraordinarily cumbersome, involved, and tedious, there is little chance

that it will be implemented, no matter how imposing is its justification on theoretical

or methodological bases. Because of the availability of automatic computing machinery,

implementation need not be prevented by the necessity of massive amounts of purely

mechanical operations. But implemen;-ation requires information to be available and

well designed procedures for treoiing it to be designed. Three practicality criter;a,
then, for an algorithm which characterizes, categorizes, and stratifies school districts

are: a) availability of inputs, b) meaningfulness of outputs, and c) variety of outputs.

These criteria are explained in the paragraphs which follow: they are. at first

stated negatively, as possible obstacles to the development of an algorithm; then, as

illustrations, previews are given of the practical solutions possible within the present

algorithm.

Availability of Inputs. There would be little advantage in developing an

algorithm which requires the planning and executing of a special large-scale data
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collection venture solely for the purpose of stratifying: The data for the present

scheme are collected and filed in a data library which is at present sparingly used

for any research work. The set of inputs is comprised of this data and certain pro-

grammed transformations of it.

Meaningfulness of Outputs. Multivariate ci.nalyses sometimes produce com-

posites which are highly efficient representations of original data but which are very

difficult to interpret. If a multivariate system of data reduction yields essentially un-

interpretable results, it is very unlikely that it will be employed as a methodological

tool for field research. In the present study, two different multivariate techniques

were tried, and the one which produced more interpretable dimensions was selected.

Also, the computer program which derives the stratification clusters was designed to

produce summary characteristics of the districts in each cluster; thus stratifications are

not presented as a bare struc:l!re but rather as annotated typology.

ValjeL7otpulp. uts. No single stratification, or set of dimensions, is :suffici-

ent for use in all research problems. The present algorithm allows researchers to select

from a variety of dimensions those considered relevant to their particular interests.

An illustration of such selection is given in Section 111.C.

ter
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SECTION C

OVERVI EW: THE ALGORITHM AND I TS EMPI RI CAL PERSPECTI VE

An algorithm for characterizing and categorizing the populat ion of Wis cons in

el ementary school distr icts has been designed and performed. It was inspired by the needs

disciAsed in Section 1.A and its level opment was guided by the criteria and objectives

stated in Section 1.B. The algorithm is a series of operat ions, and these operations are

exhaustively specified in Part I I. I n Part I II the appl !cations of the outputs of the al-

gorithm are presented. I n this section an overview of the algorithm is given and is followed

by a perspective on the design, operation, inter pretat ion, and evaluation of the algorithm.

OUTLINE OF THE ALGORITHM

The general algorithm'is summarized in Table 3. It has four major components rnd

each component has a list of associated operations. The summary outlines the series of

operations which have been performed with respect to the population of Wisconsin elementary

school distr icts. The summary is general: a complete specification of the algorithm is pre-

sented in Part II . I n the paragraphs which follow, some comments are made about the major

components of the algor ithm, and references are made to the relevant sections of Part II.

Determine and Manipulate I nput Array. The algorithm does not involve a special

data generation program, for 'ise is made of banks of data created and maintained for other

purposes, such as accounting. Therefore, when the population is defined, the next step is

to search out and identify what data is available and to organize and collate it for the pur-

pose of determining what can be extracted from it. The process of extraction requires in-

genuity in manipulation and is guided by substantive theorizing. Indicator variables result

from the extraction. For the present study, the results of the search for data and the specifi-

cation of the indicator variables constructed are presented in Section II.A.
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SUMMARY OF THE ALGORITHM

Components of the Algorithm

determine and ,

m anipdate

input array

investigate and

regularize indicator

variables

construct

composite

measures

design, prepare,

and test utilization

schemes

=we MOM IMO= SIMMII

IWO SIMMIII SIMMII IMO

IMO SIMMII =MN same

IMMO SIMI 111110

Operations within the Components

4111011.

define population

identify available data

collate data files

construct indicator variables

investigate indicator distributions

transform indicator array

determine indicator interrelations

adjust indicator array

determine_ indicator correlations

investigate factor structure

select factor model

compute factor measures

41111111;

interpret factor structure

investigate distributions of factor measures

form primary multivariate stratification

study primary strata

design analytic applications

devise sampling schemes



Investigate and Regularize Indicator Variables. The distributions and the inter-
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relations of the indicators must be displayed and checked. The later operations require com-
plete data and at least an approximation to normally distributed, linearly interrelated in-
dicators. Thus transformation and adjustment of the indicator variables may be necessary.
For the present study, some values of some indicators were missing--that is, unavailable
or uritomputable. The investigation and resolution of this problem is discussed in Section
11.B.

Construct Composite Measures. The variables derived from the source data are
conceived of as indicators of the important dimensions along which the organizational units
vary. So when the indicator array has been produced and regularized, the algorithm calls
for a investigation of the multivariate structure of the indicators. From the indicator correla-
tion matrix, a number of multivariate models are calculated. The most meaningful and
parsimonious is selected, and the'measures corresponding to the independent, uncorrelated
factors of this model are computed. That is, from the many indicator variables, a few im-
portant composite measures are derived. The techniques employed are discussed in Section
II.C.

Design, Prepare, and Test Utilization Schemer,. The output of the previous com-
ponent operations of the algorithm provide the means for aiding four basic kinds of research
processes. One, the data's structure within the selected multivariate model and the dis-
tributions of the associated measures allow description of the characteristics of the popu-
lation. Two, by transforming and crossclassifying the measures, a multivariate stratification
of the units is obtained; thus the units and types of units may be compared Three, the
measures or transformed versions of them may be combined with outside variables in the pro-
cess of logical analysis. Four, stratifications of the units derived from various crossclassifi-
cations of the measures determine sampling plans. The programs and techniques for accessing
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and arranging the output measures in the ways required for the realization of these schemes

are discussed in Section II.D, and illustrations of their performance are given in Part III.

EMPIRICAL PERSPECTIVE

The various criteria stated in Section LB were ideals toward which the investigators

aimed the project. The algorithm produced is a single and somewhat restricted realization,
of the ideals. The investigators' approach has intentionally been methodological and pragmatic.

An alternative stylistic approach would have been substantive. It might have involved, for

example, a more thorough logical analysis of input variables and an exhaustive theory of

the organizational nature of school districts. Knowledge of individual differences among

school districts is limited, and because the substantive approach requires prior systematic

knowledge, the investigators felt their approach should be methodological.

The specification and resolution of methodological issues were performed, however,

within a substantive perspective. That is, the decision process in the development of the

algorithm was assisted and guided by the investigators ultimate concern for providing sub-

stantively useful results. In the paragraphs which follow, notes are made about the prag-

matic resolutions that were made at five crucial decision points in the project: A) selection

of input, B) selection of population, C) selection of analysis, D) definition of stratification.

These notes provide a perspective for how the decisions were made and for how the decisions

should be evaluated.

Selection of Input. The main criteria for input was that it be already gathered,

that it be easily retrieved and manipulated, and that it reflect a variety of district charac-

teristics. The concern for available and manipulable data was implied by the ix Agmatic

orientation of the p.iject. But the data obtained were not used directly:. elaborate trans-
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formations were performed. The data obtained were enumerative and, for the purposes

of the project, were not suitable as direct input for analyses. Since even the most

sophisticated analyses cannot transform trivial observations into useful generalizations,

some structure had to be imposed on the raw information.

The decisions leading to the definition and construction of variables were

made from a substantive and theoretic perspective, within the limi is of project resources.

The meaning of the algorithm's outputs and applications must be evaluated in terms of

the viability of these decisions, as they were limited by the pragmatic attitude toward

the collection of data. One of the purposes of the illustrations in Part 111 is to demonstrate

the substantive validity of the outputs.

Selection of Population. The population of school districts in Wisconsin is

really the sum of three populations: elementary districts, secondary districts and elementary/

secondary districts. Variables have differential meanings when applied to the three popu-

lations. Consider a variable, the student/staff ratio in a district. For an elementary district

the ratio concerns, usually, teachers in self-contained classrooms; for secondary districts,

the ratio concerns departmentalized teachers; and for elementary/secondary districts, the

ratio concerns a mixture of the two kinds of teachers. That is, what is conceived as a

single variable derived for the total population is really three separate variables when the

composing populations are considered.

A substantive research style would have led to a careful redefinition of such

a variable, or to an initial partitioning of the population. The pragmati^ style of this pro-

ject led the investigators to find a partial so!ution to the problem: namely, the dis-

tricts with secondary schools only (there were about 50) were excluded from the research.

The defined population consisted then of 632 districts which operated elementary schools,

and the variables which were selected for the study dealt primarily with the qualities of

the elementary schools. Even so, the results of the algorithm were slightly skewed' by the



continuing presence of an elementary and elementary/secondary distinction. This is

discussed further in Section 111.A.

Selection of Anal sis. As was mentioned above, the input spectrum was

limited; the variables that could be constructed formed a small, biased sample of the

set of variables that theoretically and substantively might have been desired. This

limitation on the array of variables implied the necessity of emphasizing the data-analytic

processes of the analysis rather than the statistical or hypothesis-testing possibilities. The

multivariate techniques used were chosen to provide reduction of the data in hand and to

impose structure on it. The choice between alternative data analyses, however, was

dictated by the meaningfulness of their outputs.

Selection of Calculations. The calculations of the descriptions are the product

of a certain set of variables, a certain population, and a certain mode of analysis. But

the outputs of the algorithm characterize the districts only at a certain point in time.

Because the characteristics of individual districts change over time, the analyses should be

repeated periodically. For example, an important educational trend in Wisconsin is the

increasing consolidation of local education agencies, and this tendency certainly affects

the organizational characteristics of districts. From a substantive perspective, then, the

selection of calculations for the present study is temporally limited.

Definition of Stratification. Multivariate procedures were considered to be

appropriate because the substantive perspective recognized the multivariate complexity

of local education agencies. The interaction of the use of multivariate procedures with

the objective of stratification has resulted in a multivariate stratification scheme. A

"stratification" of a population typically amounts to partitioning the popu.lation into

mutually exclusive groups by defining (often arbitrary) "cutting points" on a continuous
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stratifying variable. Essentially, this results in a small set of ranks, and each member of

a sample or a population is assigned one of these ranks. An example would be the socio-

economic stratification of families in a midwest community according to family income.

Each family would be assigned one of these ranks.

Such a univariate stratification is inadequate for use in the general algorithm.
11.

First, many important aspects of the entities would not be measured by that single stratifyin,

variable. Second, the generality of applicability of a particular univariate stratification

is limited. A desirable alternative to univariate stratification is to use several carefully

composed variables in stratifying. The stratification developed in this study is defined in

Section II.D and demonstrated in Section III.B. It is a multivariate stratification, and did

indeed use several (five) carefully composed variables to partition the population of districts

into mutually exclusive classes. A "stratum" or "cluster", in the multivariate sense, is

located with respect to many variables, instead of just one variable. Therefore, it is not

possible to say that a stratum in a multivariate system is genotypically "higher"_ or "lower"

than some other stratum. A multivariate stratum is a position in a typology rather than in

a hierarchy.



PART II: DATA PROCESSING AND STATISTICAL TECHNIQUES

Section A - Variables: Formation, Definition and Codification

Section B - Missingness: I nvestigat ion and Resolution of
Missing Data

Section C - Factorization: Reducing and Orthogonalizing
the Variables

Section D Data Piocessing: Techniques of Computing Scores
and Coding Districts
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PART II

SECTION A

VARIABLES: FORMATION, DEFINITION AND CODIFICATION

STRUCTURE AND SOURCES OF DATA

Hierarchy of Data. The immediate analytic requirement was to obtain a set

of measures for each school district. Data were available from three distinct levels:

(1) school district, (2) school, and (3) employee. The array of data formed a hierarchy,

since the schools were within districts, and the employees were within schools.

In computing measures on a district, the information used could be district data,

distributional characteristics of schools, or employee data. In this section exact data

available at each level will be discussed, the classes of variables are indicated, and con-

structed variables are listed.

Available Data and Their Sources. There were three files of information. The

first was the Wisconsin State Department of Public Instruction (WSDPI) "District/School

Tape", which had a record for each school district and a record for each school. The second

was the WSDPI "Employee Tape", which had a record for each school employee. The third

file was the "Valuation Deck", which contained a card for each school district; these were

cards punched from records obtained from WSDPI Division of State Aids and Statistical

Services. Listed below are data contained in the three files, arranged by the hierarchy of

district/school/employee.

For each school district five types of information were available. They are listed

in Table 4. The fist column in this table denotes the five types of information. The first

three types were coded on the "School/District Tape", and the other two types had been

punched on the "Valuation Deck". The second column in Table 4 giva the coding records
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used by the WSDPI, and the third column gives the recoding scheme used to transform these

data into input for computations.

TABLE 4

Information Available by School District

Type of Information

1. Kind of administrative
structure of the
district

2. Scope of grades
taught in the district

3. Class of sure financial
aid to the district

WSDPI Coding Record

1. City of Milwaukee
2. City Unified
3. City Common
4. City F. D.
5. County Unified
6. County Common
7. County U. H. S.

1. K-12
2. 1-12
3. 9-12
4. K-8
5. 1-8

1. integrated
2. Basic with Integrated
3. Basic

Recodino

1

1

1

1

2
2
2

1

1

(Not Used)
2
2

1

2
3

4. Assessed valuation Dollars (Not Used)

5. Equalized valuation Dollars (Unchanged)

Alma

Note. - Source: Wisconsin SDPI "School/District Tape", except that Types 4 and 5 were
taken from the "Valuation Deck".

For each school two types of information were available as denoted in column

one of Table 5. They both were taken from the "School/District Tape". The second and

third columns give the WSDPI coding and recoding schemes.

For each employee there were eleven types of information available. They are

listed in column one of Table 6. These data were on the "Employee Tape" in coded form as
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given in column two of the table and recoded according to the scheme given in column three.

TABLE 5

Information Available by School

Type Hof Information

1. Type of School

WSDPI Coding

1. Four-year high school
2. Six-year high school
3. Senior high school
4. Junior high school
5. Elementary school

Recoding

Not Used
Not Used

(Not Used)
(Not Used)
(Not Used)

2. Enrollment Counts (Unchanged)

Note. - Source: Wisconsin SDPI "School/District Tape"

In addition to the 'les given in Tables 1, 2 and 3, the three files contained

information sufficient to locate employees within schools, and schools within districts.

The data which were available from these three sources formed seven classes of

variables, and allowed the construction of 31 variables for computational purposes. The

classes, abbreviated titles, and identification code numbers of these 31 variables are pre-

sented in Table 7. Complete descriptions of the 31 variables are given in Appendix M.

The remaining paragraphs of this section describe the procedures for generating the

variables.

CONSTRUCTION OF VARIABLES

Teacher Characteristics. Because the stratification of the school districts was

intended to be used in studies of district sub-units (e.g. schools, teachers and students),

it was necessary to include input data derived from characteristics of these sub-units.

Twelve of the constructed variables deal directly with characteristics of the elementary

teachers in each district. As these variables had to be attributes of districts, they had to
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Information Available by Employee

Type of Information

1. Credential

Degree

3. College Conferring Degree

4. Division of Tit 9e

5. Months Employed

6. Salary

7. Local Teaching Experience

8. Total TeachiN Experience

9. Sex

10. Position

11. Gradc.-.. or Subjects Taught

30

WSDPI Coding Record

1. 1 year license
L. 2 year license
3. 3 year license
4. 2 yectr term certificate
5. 3 year term certificate
6. 4 year term certificate
7. 5 year term certificate
8. Life certificate
9. 1 year permit

10. 1 year special license

1. less than 2 years
2. 2 years (diploma)
3. 3 years
4. Bachelor's
5. Master's
6. 6 years
7. Doctor's
8. other

Name

1. Percent Elementary
9 Part-ant Carrnlrin .ry

Recoding

8
2
3
7
6
5
4
9
1

0

1

2
3
4
5
6
7
0

(Not Used)

(Used for Tabulation Only)

Months (Not Used)

Dollars Dollars

Months of teaching service in
the local district (Unchanged)

Months of total teaching (Unchanged)
service in or out of district

No record

School staff position codes.
differentiated various types
of administrators and teachers,
and nonprofessional employees.
WSDPI codes used were:

27 Secondary Teachers
32 Junior High School Teachers
42 Elementary Teachers
95 Non-professional employees.

For elementary teachers, the
range of grades taught is indicatt.:O.
Otherwise, the codes indicate the
courses taught.

(Used for Tabulation Only)

Grade Span

Note. - Source: Wisconsin SDPI Preliminary Report Forms and "Emp oyee Tape".



TABLE 7

Abbreviated Titles of Recoded Variables

Class of Variable Variable

A. Elementary Teacher Characteristics:

414

B. Classifications of Administrative
Structure:

C. Enrollment:

1. Mean credential
2. Mean degree
3. Mean salary
4. Mean local experience
5. Mean total experience
6. Mean grade spread
7. Log-variance credential
8. Log-variance degree
9. Log-variance salary

'10. Log-variance local experience
11. Log-variance total experience
12. Log-variance grade spread

13. Kind
14. Scope
15 . Class

16. Secondary
17. Elementary

D. Employee Counts: ., 18. Full-time elementary teachers
19. Full-time junior high teachers
20. Full-time secondary teachers
21 Other teachers
22. Other professional employees

E. School Counts by Size:

F. Valuation:

G. Ratios:

23. One-room
24. Two-rooms
25. Three or more rooms

26. Equalized valuation

27. Valuation/student
28. Students/school
29. Students/staff
30. Staff/school
31. Valuation /school

Note. - The number designations for the thirty-one variables as giveri in column
Iwo are the codes used throughout the text and for all tables and
appendices.
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describe distributions of district characteristics, rather than characteristics of individual
teachers. Therefore, means and variances of teacher characteristics within districts were
used as inputs. In the computation of variances, logarithms were used in an attempt to
eliminate non-normal distributions.

The "Employee Tape" was searched for all records of full-time elementary teachers
withih each district. For each such teacher, six codes were examined: "Credential",
"Degree", "Salary", "Local Experience", "Total Experience", and "Grades Taught"
(See Table 3). Six temporary variables were constructed. The first and second of these were
recoded versions of Credential and Degree; the records were arranged in order of increasing
values, based on preference ratings according to WSDPI criteria: the highest ratings corres-
ponded to the highest numeric codes. The third, fourth, and fifth of the temporary variables
were copied directly from Salary, Local Experience, and Total Experience. Salary is in
dollars; experience is in months. The sixth temporary variable was constructed from the
"Grades Taught" code. The Grade Spread was determined by counting the number of grade
levels a teacher was responsible for in his classroom instruction; for example, if a teacher
taught Grades 1-3, then the recoded value was 3.

The arithmetic means of the six temporary variables were computed across the
teachers within each district. These district means became Variables 1 to 6. The logarithms
(base e) of the variances of the six temporary variables were computed and formed Variables
7 to 12. These twelve variables are listed in Table 7.

Wisconsin SDPI Classifications. The WSDPI assigns to each eistrict a code for each
of three classifications, Idled "Kind", "Scope", and "Class" (See Table 4). The codes were
read from the district records on the "District/School Tape" and recoded to produce Variables
13 to 15. Variable 13, Kind, is "1" for city-based districts and "2" for county-based dis-
tricts. Variable 14, Scope, is "1" for districts with one or more high schools, and "2" for
districts with no high schools. Variable 15, can is coded according to WSDPI criteria for
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distributing state aids. Districts receiving the class of integrated state aids were assigned a

code of "1", those receiving basic with integrated aids were assigned a code of "2", those

receiving basic aid were coded "3".

Note that codes for these three variables are inverted with respect to the preference

ratings assigned by the WSDPI. Low values of the variables correspond to high WSDPI

ratings.

Student Enrollment. The student enrollment of each school was coded in that

school's record on the "District/School Tape", By summing the enrollments of the schools

in a district, Variables 16 and 17 were computed. For Variable 16, the sum was taken over

secondary schools, so that variable is total Secondary Enrollment. For Variable 17, the

summing was taken over elementary schools, so that variable is designated as Elementary

Teacher Counts. The records on the "Employee Tape" were examined for all

employees in a district. Non-professional employees were ignored. The "Division of

Time" and "Position" codes were considered (See Table 6). From the "Division of Time"

codes it was determined whether an employee was fa-time. From the "Position" codes it

was determined which of the following positions an employee held: (a) elementary teacher,

(b) junior high school teacher (c) high school teacher, or (d) non-teacher, usually adminis-

trator. A teacher conceivably could have any or all of the four positions.

Variables 18 to 20 are concerned with full-time teachers within each district.

Variable 18 is the count of elementary teachers in a district. Variable 19 :is the count of

full-time junior high school teachers in a district; and Variable 20 is the count within a

district of full-time high school teachers. None of the teachers counted in these three

variables had non-teaching poisitions, but if they had more than one teaching position

they were counted in the "higher" classification. For example, a teacher who taught both

junior and senior high school was counted with senior high school teachers, Variable 20.
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Variables 21 and 22 are counts of the other professional employees; that is, they
are counts of employees who are not full-time professionals or who had non-teaching duties.

Variable 21 is the count of those employees who did some teaching. Variable 22 is the
count of professional employees who did not teach.

School Counts. The number of schools was derived by counting the school records
within a district on the "District/School Tape". No information was directly available on

the physical size of the school plants. So information indicating school size was estimated

by counting the number of teachers (on the !leacher Tape") who were assigned to a school.

Variable 23 is the count of schools in a district with just one teacher, and is, by inference,
the Number of One-Room Schools; Variable 24 is the number of schools in a district with
exactly two teachers and hence is the Number of Two-Room Schools; and Variable 25 is
the count of the remaining schools within a district and is the Number of Three-or-More-Room
Schools.

Valuation.

"Valuation Deck" and

The equalized valuation of each district was obtained from the .

designated as Variable 26. Equa ed valuation was used rather than

assessedvaluation, because the assessment formulas vary from district to district.

Ratios. Five variables were by taking ratios of selected combinations of
enrollment variables, staff variables, and the district valuation variable. The sum of

Variables 16 and 17 is the total number of students in a district. The sum of Variables 18

to 22 is the count of the total professional staff in a district. The sum of Variables 23 to 25
is the number of schools in a district.

Variable 27 is the ratio of valuation to the total number of students; that is; the
dollar Valuation per Student. Variable 28 is the number of Students per School. Variable 29
is the number of Students per Staff member. Variable 30 is the number of Staff per School.
Variable 31 is the dollar Valuation per School.



INITIAL DATA MATRIX

A list of 31 variables has now been described, and their codes have been specified.
Each of these variables describes a characteristic of elementary school districts and the whole
set of variables describes seven classes of district aspects. Full descriptions of the 31
variables are provided in Appendix M. The means and standard deviations of these variablesti

are given in Appendix B .2, and their intercorrelations are given in Appendix B .3.

As indicated in Section I.C, the population of concern in this project was the
group of all Wisconsin school districts which had reported elementary enrollments greater
than zero. There were 632 such districts; 44.5% of them consisted of elementary schools
only, and 55.5% of them were made up of elementary schools and high schools. The initial
data matrix could not be directly used as input for the computations. The input data for
the computing algorithm needed to consist of a complete matrix with dimensions 31 x 632;
the intersection of a row and a column in this matrix represented the 'score' of a particular
district on a certain variable.

One problem had to be solved before the matrix could be satisfactorily used as
input: there were missing values in the matrix. It was not possible to obtain directly a
measure on every variable for every district. This meant that some of the correlations
between pairs of variables, as given in Appendix B.3, were based on data from fewer than
632 districts. Appendix B. 1 indicates which correlations were based on subsets of the
district population; an entry in this appendix gives the number of districts which had no
missing data for either of the corresponding pair of variables.

The causes and solution of this missing data problem are fully discussed next in
Section JI.B.



PART II

SECTION B

MISSINGNESS: INVESTIGATION AND RESOLUTION OF MISSING DATA

The computations required by the analytic algorithm, presented in Section II.C,

were designed for the purpose of achieving the research objectives discussed in Part I.

In order to perform these computations, it was necessary that the input data matrix be

complete; that it, it could have no missing entries. But there were missing entries in the

initial data matrix, and some procedure had to be employed to substitute for missing values.

Discussions in this section will first consider the general problem of missing data,

then the procedure of estimating values to replace missing data, and finally the nature of

the input data matrix which was used for computational purposes.

THE PROBLEM OF MISSING DATA

Origins of Missing Data. The first twelve variables (Teacher Characteristics)

were the only ones for which entries were missing. It has been indicated that Variables

1 to 12 were measures of the six characteristics of the full-time elementary teachers in a

district; Variables 1 to 6 were the district means for these characteristics, a:-.d Variables

7 to 12 were the log-variances of those characteristics. There had to be at least one full-
time elementary teacher in a district before a mean could be defined, and at least two such

teachers in a district before a log-variance could be defined.

There were three types of missing data. The first type occurred when a district
had only one full-time elementary teacher. There were ninety of those districts; for those

ninety districts Variables 7 to 12, being log-variances, could not be defined. This first

type of missing data accounted for almost all missing values.
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In the second type of missing data, a few full-time elementary teachers had

improper code designations for some of the characteristics. Their codes, then, could not

be included in computing the means or log-variances of those district characteristics.

For two of the districts, this resulted in fewer than two codes on which to base particular

means and log-variances. This second type of missing data accounts for only a few

missing entries for specificNyariables.

In a certain sense, there was a third type of missing data. When a district had

two or more full-time elementary teachers, all of whom had the same value for some

characteristic, the variance of the characteristic was zero. And the logarithm of zero is

undefined.

The three types of missing data, their missingness characteristics, and their re-

placement techniques are summarized in Table 8. A detailed discussion of the replacement

techniques is given in the remainder of this section.

Rationale for Replacement of Missing Data. As noted in the preceding paragraphs,

and in Table , certain kinds of data were missing for three basic reasons. In order to pre-

pare a proper input data matrix, it was necessary to place values in cells where entries were

missing in the initial data matrix. It was desired that a rational procedure be used for

'placing values in these empty cells. The substitution of a value for a missing entry is

rational if the meaning of the substituted value has the same meaning as computed values

in corresponding cells for other districts; that is, if the substituted value is an indicator for

the same underlying variable.

Of the three types of missing data, Type C, Intra-District Equivalence, presented

the most,trivial and elementary problem for the rational substitution of values in empty cells.

Consequently, its treatment will be presented first, Thereafter are discussed the replacement



procedures for missing data Types A and B, One-Teacher Districts and Improper Code

Designations. These two types of rnissingness posed more serious methodological problems,

and their arguments for replacement are developed in detail.
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TABLE 8

Type'', Characteristics and Replacement

Techniques of Missing Data
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Type

A. One-Teacher District

B. Improper Code Designation

C. Intro-District Equivalence

Characteristic

Only one full-time elementary
teacher in a district, with
valid characteristic codes;
therefore, log-variances were
not computable for Variables
7 to 12.

More than one full-time ele-
mentary teacher in a district,
some of which had one or more
invalid characteristic codes,
causing the district's value on
one of the Variables 1 to 12
to be missing.

More than dne full-time ele-
mentary teacher in a district,
all of whom had the some
value for a particular
characteristic.

Replacement Technique

Regression estimates:
For districts witl- no
missing data, the rela-
tionships among
Variables 13 to 31
and 7 to 12 were
determined.

Regression Estimates:
Same as for A.

The lowest value of the
log-variance for that
characteristic, for any
district, was substituted.

In the t!,Ird type of missing data. Intra-DiStrict Equivalence, all teachers in a

district had the same value for a characteristic. The measuka to be taken was variability of

the characteristic; low values of the measure were to correspond to low variability, and high

values to high variability. To be useful in later ar les, it was important to maintain the

low-to-high scaling of the measure. Because logahrl functions were being used as

measures of variability, it was necessary to use log-variance values as substitutes for missing



data. Hence, the low-to-high scale characteristic was maintained for the substitutions.
Consequently, when missing data of Type C was encountered, that is, when a variance
constructed for one of Variables 7 to 12 was zero, the lowest log-variance for that variable
which had been computed for any district with a valid entry was substituted. Treated this
way, the replacement scheme far missing data Type C did not seem to raise any methodological
or zulistantive issues. It was programmed to be carried out automatically without further
investigation.

There were more serious difficulties associated with missing data Type A, where
a district had only one full-time eleme -try teacher. The same general rationale existed
for substituting values; that is, the substituted values and the computed values should be in-
dicators for the same substantive variable. In particular, the substituted values should be
estimates of the values that would have been obtained for log-variances of teacher charac-
teristics if there had been more than one teacher.

As there was no way to directly estimate hypothesized vc.!ues for missing data, a
procedure needed to be developed which would yield rational predicted values for empty
cells. Of 'roe techniques available in the field of statistical applications to problems of pre-
diction, regression analysis is considered to be the most justifiable procedure. These con-,

siderations implied that the relationships should be found between the variables for which
there were no missing data and the variables which did exhibit missingness; and that those
relationships should be used to estimate values for the missing entries. Before these rela-
tionships were computed, prior investigation was necessary to assure that the relationships
between Variables 7 to 12 and Variables 13 to 31 were relativIly constant dyer all districts.
Discussion in the following paragraphs reports these analytic investigations.
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ESTIMATI NG VALUES

Properties of Missing Data. The missing data to be investigated, Types A and B,

occurred in such patterns that, for purposes of data analysis, missingness could not be con-

sidered to be random; that is, missingness was not independent of the processes being studied,

for the-ctistricts with missing data had few full-time elementary teachers. Having few full-

time elementary teachers is a characteristic of a district which might be expected to correlate

with other characteristics, such as size or organization.

In order to measure the relationships between missingness in Variables to 1 to 12

(means and variances of teacher characteristics) and Variables 13 to 31 (district characteristics),

a correlational analysis was performed. All districts were included in this analysis. There were

31 attributes: the first 12 were dummy variables constructed from the fist 12 original variables,

and the last 19 were the last 19 original variables. The dummy variables were computed by

coding '1' for entries which were not missing and '0' for entries v I were missing. The dummy

variables may be called "non-missingness" variables. Substituting these dummy variables for

the first twelve original variables resulted in a re-definition of the initial 31 x 632 data

matrix. In the re-defined matrix, Variables 1 to 12 were dummy variables, and Variables 13

to 31 were the original variables. Using this re-defined matrix, means, standard deviations,

and correlations of the variables were calculated and are presented in Appendix A.

The means of the attributes in Appendix A.1 are,considering the method of constructing

the dummy variables, just the proportions of districts for which the corresponding original

variables were not missing. Thus Variables 1 and 2 were missing for lust a few districts--

actually, 4 and 3 districts, respectively. Variables 3 to 6 were nowhere missing. And each

of Variables 7 to 12 were missing for about 14% of the districts. The standard deviations of

these dichotomous dummy variables are not useful, and the means and standard deviations of

the last 19 variables are discussed !later. p



Intercorrelations of the attributes in the re-defined matrix are presented in Appendix

A.2. The intercorrelations of Variables 7 to 12 -:se all approximately equal to 1.00, and it

is clear that almost all the missing data was of the first type; that is, most districts had all of

Variables 7 to 12 missing, or none of Variables 7 to 12 missing.
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From examining the correlations between the dummy variables and original variables,

it is clear that missingness it :indeed related to other district characteristics,. Districts without

missing data tended to have high schools ( r = -.46 with Scope), integrated state aid ( r = -.54

with Class), many students per school ( r = .46 with Students per School), and many staff

members per school ( r = .47 with Staff eff, School). These rather high correlations evoke some

doubts about the substantive accuracy of assuming that relationships between Variables 13 to 31

and Variables 1 to 12 were the same for districts with missing data as they were for districts

without missing data. This condition was observed, but investigations of its seriousness were

beyond the limits of the project. ThOugh this problem could not be corrected, it was still

possible to maximize the use of available information. This maximization will be elaborated

in following paragraphs.

Maximum Information Correlations. The next step leading to the actual replacement

of the missing data was to perform another correlation analysis. The purpose of this analysis

was to provide the best possible estimates of the true intercorrelations of the 31 input variables.

In this analysis, the information in the original data matrix was used. But since there were

missing entries in the matrix, standard correlation procedures could not be followed. For each

coefficient (mean, standard deviation, or correlation) computed, only non-missing data could

be used; the analysis used maximum information by using all non-missing datr for the compu-

tations of the coefficients. This resulted in different numbers of districts being involved in

computations of the diJerent coefficients. The results of the maximum information analysis

are presented in Appendix B.
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In Appendix B.1 is given a matrix of counts of districts. Each entry in the matrix

corresponds to a pair of original variables, and is the number of districts for which neither

variable was missing. Each diagonal entry corresponds to a single variable, and is the

number of districts for which that variable was not missing. As expected, the intercounts

for Variables 13 to 31 are uniformly 632, which is the number of districts in the population.

This indicates that there were no missing data for Variables 13 to 31. The intercounts of

Variables 1 to 6 and the crosscounts of Variables 1 to 6 and 13 to 31 are about constant at

632: this indicates that there are some missing data of the Type B, Improper Code Designations.

The intercounts of Variables 7 to 12 and the crosscounts of Variables 7 to 12 with the other

variables are about constant at 542; missing data Type-A, One-Teacher Districts in 90 districts.

There were few mi.7,ing data of the Type B in this segment of the matrix.

The maximum information means and standard devictions are presented in Appendix

B.2. Each mean and standard deviation is based on all districts for which the variable was not

missing; that is, it is based on the number of districts indicated in the corresponding. diagonal

entry of the count matrix of Appendix B.1. The maximum information correlations are pre-

sented in Appendix B.3. Each correlation coefficient is based on all districts for which neither

correlate was missing; that is, it is based on the number of districts indicated in the corres-

ponding_ entry of the-count matrix of Appendix B.1.
.

In a sense, the maximum information coefficients provide a criterion of adequacy for

the replacement of missing data technique. After substituting values for the missing data,

changes in the means, standard deviations and correlations should be negligible. Substantial

changes in these values would indicate systematic bias in the replacement procedure; the

definitionsthat is, the meanings--of the variables would have been changed. Later it will

be indicated that the coefficients were not significantly changed by the replacement operation.

Since missingness was shown to be related to the district characteristics, some changes in rela-

tionships among variables would be expected when missing data substitutions were made and

all 632 districts included in the analysis.
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He ri ig established maximum information coefficients as criteria for the results of

replacihg estimated values for missing data, the operations for computing the substitution

estimates were undertaken.

The Substitutions The general strategy for finding values to substitute

for missing data involved two distinct phases: first, for districts with no missing data, the

relationships connecting Vetrie;:es 13 o 31 with Variables 1 to 12 were determined; second,

for districts with missing data, the values of Variables 13 to 31,which were never missing, were

tranipulated according to the derived relationships. This produced estimates of Variables

1 to 12 for districts with missing data, which were then substituted for the missing values.

Multiple regression procedures were used to determine the relationships between variables

with missing data and variables with no missing data. Twelve linear regression equations were

required; each of Variables 1 to 12 was predicted by the set of Variables 13 to 31.

The first phase, then, involved finding the twelve regression equations. This

necessitated performing a correlation analysis. The attributes for the analysis were the 31

original variables. No values were missing, since the entitites were those districts for which

no data was missing--there were 539 such districts. The results of the correlation analysis

are presented in Appendix C. In Appendix C. 1 are the means and standard deviations, and

in Appendix C.2 are the correlations. It should be noted that there are discrepancies between

these coefficients and those of Appendix B, where all information is used. This is caused by

the fact that about 90 districts have been omitted, and those 90 districts are not randomly

scattered, but rather are all districts with few elementary teachers. For example, the eistricis

in the reduced sample have, on the average, about 134 more elementary students; that is,

the average elementary enrollment of the entire population of 632 districts is 798, whereas the

average elementary enrollment is on:y 932 when the 90 single-teacher districts are omitted.



The regression equations were determined from the c . ilati ons given in Appendix

C. The standard form of the equations is presented in Appendix D. Each row contains the

beta coefficients for predicting one of the Variables 1 to 12 from the nineteen Variables

13 to 31. The beta coefficients are followed by the squared multiple correlation coefficient

for the equation. The inference is that the regression equations are able to account for from

1,3% (Va(iable 8) to 53% (Variable 2) orthe variation of Variables 1 to 12. Although this

is hardly perfect prediction, a significant amount of the variatioi is being predicted. If

the prediction were perfect, then Variables 1 to 12 would be strictly redundant.

From the regression equations of Appendix D,, and the never-missing values of

Variables 13 to 31, the regression estimates of Variables 1 to 12 were computed for those 90

districts that had missing data. These regression estimates were then substituted for missing

data.

The repkacement scheme adopted for missing claw Type A, One-Teacher Districts,

also seemed satisfactory for resolving the problem of missing data Type B, Improper Code

Designations, of which there were only two cases.

THE INPUT DATA MATRIX

As a result of the substitution procedures outlined above, the data matrix was com-

plete: all empty cells had been filled. The remaining step was to determine whether the

maximum information coefficients of Appendix B had been substantially altered. For this

purpose, a correlation analysis was performed, with all 632 districts us entities, and the

original variables as attributes, with regression estimates substituted for missing data. The

results of this analysis are presented in Appendiic E. Appendix E.1 contains the means and

standard deviations of the variables, and Appendix E.2 contains their correlations.



The difference between the coefficients of Appendix B and those of Appendix
E are small. In general, differences occur in the second or third decimal place, and they

occur primarily in the means, standard deviations, and correlations of Variables 7 to 12.
Any change of importance would have occurred among these variables, because esti-

mated data was provided for a special subset of the population of districts. As important
chahges did not occur art-icing thesevariables, further investigation was not warranted.

Because of the small differences caused in correlations by using regression estimates to

replace missing data, the data matrix with these estimates substituted was considered to

be a satisfactory Input Data Matrix, and served as the basis of ail subsequent analyses.



PART II

SECTION C

FACTORIZATION: REDUCING AND ORTHOGONALIZING THE VARIABLES

The 31 variaLies of the input data matrix were transformed into a smaller

number of uncorrelated (orthogonal) variables for stratification. Multivariate tech-

niques were employed in reduction and orthogonalizotion. In this section is first

discussed why these operations were necessary. Then the two computing algorithms

used are presented and discussed. Finally, the reduced variables derived from the

two algorithms are discussed, interpreted, and compared.

METHODOLOGICAL ISSUES

46,

The Need for Summarization and Reduction. One of the purposes of this

study was to obtain a set of variables which could be used for stratifying districts.

As described in the previous sections of this Puri., the original information available

for this purpose was manipulated to produce the input data matrix of 31 variables.

For the purpose of district stratification, this data matrix might possibly have been used in

any one of several ways: 1) it 31 input variables might be used as a set of stratifying

dimensions; 1) a sub-set Jf the 31 variables might be selected find used for stratifica-

tion; or 3) an efficient summarization reduction of all 31 variables might be

derived. From the methodological viewpoint stated in Part I, the third of these

alternatives, summarization, was considered the most rational choice.

Use of all of the 31 variables as a set of stratifiers was impractical, since

these were too many variables for construction of a meaningful or useful stratification
31

scheme. For example, if each variable was dichotomized at its median, 2 dis-

trict.categories would have been defined. Since there were only 632 districts, most



oWl;., .,..rktus 'Nw OINNIONt

47

of these categories would have been null, and only a few districts would have been

grouped together in even the largest category. Thus no efficient categorization, or

stratifiCation of districts, would have occurred.

Selection of a sub-set of the 31 input variables would require justification

for the inclusion or exclusion of each variable. However, each variable is assumed

to be an important indicator of a district characteristic. All of these importam

characteristics should be somehow included in a stratification scheme; to exclude some

of these characteristics from the stratification would be to ignore the acknowledged

multivariate complexity of the districts. Furthermore, as discussed in Part I, the

selection of a small sub-set of the 31 variables would be equivalent to the formulation

of an ad hoc theory for stratification.

Summarization and reduction of the 31 variables is desirable in order to simplify

the characterization of districts, and yet maintain sufficient descriptive complexity.

This procedure implies that no single variable contains sufficient informatron to be

accepted as a stratifying dimension. Rather, each variable is an "indicator" of an

underlying dimension. The co-relationships of several indicators, or variables, when

taken together as a composite would be expected to define an underlying dimension.

For example, the enrollment variables (Variables 16 and 17) and the number-of-
,

employee variables (Variables 18 through 22) might be hypothesized as indicators

of the same underlying factor, say, district size. Thus it was considered that the

factors hypothesized as underlying the 31 variables would be more fundamental,

and hopefully more meaningful dimensions than the original variables for the purpose

of stratification.

'1
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Orthogonalization of the Variables. The reduction of the number of vari-

ables was accomplished using multivariate techniques. These techniques allowed

the mathematical derivation of composite variables which were based on the original

31 variables. It was possible to derive composite variables,which were orthogonal

(uncorrelated) to one another. This orthogonalization was particularly useful in the

stratification, and also presented statistical advantages in comparing the composite

variables with other (outside) variables.

Multivariate Anal sis. The need for reduction in the number of variables and

the advantages of orthogonality implied the use of multivariate analysis; in particular

they implied the use of certain techniques generally classified as factor analysis.

Harris (1955) discusses two possible types of factor analysis models: communality and

non-communality models. With general communality-type models, the factors lie

outside the variable space, and the factor scores are estimatable but not computable.

But with certain non-communality models, the factors lie within the variable space,

and factor scores for entities are exactly computable. For this study, the scores for
r-

the factors derived from the original 31 variables were to be used for stratification,

so it was necessary to use a model wherein the factor scores were computaole. There-

fore only non-communality analytic models were considered.

The two forms of ion- communality analysis considered were Hotelling's

(1933, 1935) component analysis and Harris' (1962) version of Guttman's (1953)

image analysis. The concepts of image analysis are based on certain linear trans-

formations of the original variables; the concepts of component analysis are based

directly on the original variables. For the present study, it was decided to try both

forms of analysis. For each form, the analysis consisted of two operational phases.
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First, the matrix to be factored wci defined and its unrotated factors were computed.

Second, the normal varimax rotation procedure (Kaiser, 1958) was applied to the
unrotated factors, and a new set of factors--the rotated factors--was obtained. For
each form of analysis, the first phase was t.:esigned to bring forward certain theoretic
qualities of the variables, and the second phase was designed to provide interpretablets,

factors.

ANALYSES

The analyses for both the component and image models are presented here,
together with discussion of their theoretic properties and, their substantive interpretations
for this study. The results from the application of the two models are then compared.

Component Anal s is:: The inputs to the component analysis consisted of the
31 by 632 input data matrix and its correlation matrix R (given in Appendix E.2). The

first objective of the component analysis was to find an orthogonal basis for the variable
space. This meant finding a factor matrix F which corresponded to the correlations

41,

between the original variables and a set of factor scores. These factors have the

following properties:

Cl distributions of factor scores are uncorrelated;

[2] they are linear combinations of the original variables;

[3] they span the space of the original variables.

Such an Fr would satisfy the relationship F
r r

F ' = R. In this study, R was non-singular,
and there had to be 31 factors in order for (3] to be satisfied. Hotelling (1933, 1935)
gave a technique for finding an Fr which also has the property:

[4] the first factor accounts for a maximum amount of variance in

the variables; and each succeeding factor accounts for a maximum

of the remaining variance, all given that each factor is uncorrelated
with all the proceeding factors.
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That F r is called the principal component factor matrix. Property Mellowed as

much variance to be accounted for in as few variables as possible. Although the

property was lost in the rotation of the basis, it was possible to see how much com-

pression of the 31 variables could be achieved.

The computation of. F
r proceeded as follows. First a latent root and vector

resoktion of the correlation matrix was obtained. The latent roots are presented in
ti

Appendix F.1; they are considered to be the diagonal entries of a diagonal matrix

called M2. The latent vectors are presented in Appendix F.2; each column is the

unit-length latent vector for the corresponding latent root in M2. The matrix of

latent vectors is called Q. It follows from the definition of latent roots and vectors

G
, 2that R = 1/4)avt Q' . Hotelling (1933, 1935) showed that the factor matrix F othat

50.

corresponds to the factor scores which satisfy properties[1] through [4] above,is given

by F = QM. It can be seen that F _F r' = (QM) (QM)' = QM 2 Q' = R. The matrix

F r is given in Appendix F.3. , Each row corresponds to an original variable, and

each column corresponds to a factor; the factors are arranged in decreasing order of

variance accounted for. Appearing before each row is the row sum of squares, which

is always 1.0 since all the variance in each variable is accounted for by the set of

factors. Above each column appears the column sum of squares which is the amount of

variance accounted for by the factor and which is equal to the corresponding latent

root. The amounts sum to 31, and are additive since the factors are uncorreir ad.

For example, the first factor accuunts for about 30% of the variance, and the first

five factors account together for about 70% of the varian ce.

The factors given in F
r

had the advantage of compression, but they were not

very interpretable; that is, they could not be readily identified with single substantive

dimensions. So a rotation was performed. An orthonormal matrix Tr has the property

that T r Tr'r r'=T T I, the identity matrix; then a rotation of F can be written
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FrTrr since ( F r r ) Tr ) =F r Tr rT
r r r

= F F = R. Such rotations can pro-
vide more interpretable factors, but some of the compression is always lost. But

interpretability was essential for the stratification, and the normal varimax rotation
procedure (Kaiser, 1958) was applied to secure a Tr . With the normal varimax

procedure, the variance of the squared, row-normalized entries of F
r

T
r is maxi-

(nized, and Kaiser cistirris that a) interpretable, simple-structure factors ft:suit, and
b) those factors are relatively invaricnt under changes in the variable selection.

Quality[ b lis nice to contemplate, but impossible to test. Quality[ a ]can be
verified by examining the rotated factor matrix.

The varimax transformation matrix Tr is presented in Appendix G.1. The
rotated factor matrix F

r r
T is given in Appendix G.2. Its rows correspond to the

original variables, and its columns correspond to the rotated factors. The rows are

bordered by row sums of squares, which are uniformly 1.0 since all the variance in
each variable is accounted for by the factors. The columns are bordered by column

sums of squares, which equal the variances accounted for by the factors; the facilrs
have been arranged in decreasing order of variance accounted for. Since the factors
are uncorrelated, the variances are additive. The first factor accounts for about ''.5%
of the variance, and the first five factors account for about 50% of the variance. It
can be seen that the compression has been relaxed, since for the unrotated factors the
corresponding figures were 30% and 70%.

do

The factor matrix (Apperifc G.2) gives the correlations between the factors
and the original variables. But its entries are not the weights needed to compute the
factor scores from the original variables. (See Glass, 1966.) The weights are the
entries of the matrix QM-1T (Kaiser, 1962), which is presented in Appendix G.3.
Act the columns of the matrix have been normalized for printout purposes, but
proportionality within columns is correct.
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Image Analysis. The input to the image analysis was the 31 by 632 input

data matrix and its correlation matrix R (given in Appendix E.2). But conceptually,

the image analysis dealt with a transformed set of variables--the images of the

original variables. In image analysis, each variable is conceptually partitioned

into twa parts: the image variable, which is the original variable as precgcted by

linear regression from the other original variables; and the anti-image variable, which

is the regression residual. Guttman (1953) has shown that in the limit, as a universe

oil content becomes permeated with variables, image analysis approaches communality-

tpe factor analysis. That is, the image and.anti-image variables are approximations,

within the original variable space, of the common and unique parts of the vari "ibles

in a communality type analysis. To the extent that the approximation is accurate--and

110 the extent that the accuracy is associated with the intercorrelations of the anti-image

variables--using factors derived from the image variables may lead to a more reasonable

model for the data. Each variable has a certain portion of unexplained (unique or

anti-image) variance; it is not necessary to consider each variable as being entirely

contained in a common factor space.

Another important property of image analysis is that the results are scale-free.

With an analysis such as component analysis, the matrix factored is the correlation

matrix, which is the Covariance matrix for variables with variances of exac;ly 1.0.

If any rescaled version of the correlation matrix, corresponding to variables with

different variances, is factored, different results are obtained. But Guttman (1960)

noticed that image analysis produces the same results no matter what scaling is applied

to the image covariance matrix. As Kaiser (1963) states: "We are freed from the

traditional agnostic confession of ignorance implied by standardizing' the[ variables] .

Here, standardization is merely a convenience to which we are in no way tied."

The rotation procedure employed later (normal varimax) preserves this scale=frge property.



Because of certain matrix identities, it was not necessary to construct the

31 by 632 matrix of image variables in order to perform the image analysis. Rather,

the computation could proceed directly from the correlation matrix R of the original

variables. (See Kaiser, 1963.) First the inverse R-1 of R was obtained. The recipro-

cals of the diagonal entries of R-1 were considered to be the diagonal entries of a

'diagonal matrix S2; these were the variances of the anti-image variables and are

presented in Appendix H.1. Each of these entries is the proportion of the variance

in the corresponding original variable which was not predictable from the other

original variables. Some variables in the present study (for example, 16 to 20) were

almost entirely predictable; others varied from about 11% tc about 67% unpredictable.

The precise transformation from original to image variables is given in Appendix H.2.

The matrix W = 1 - S 2 R-1 which appears there has rows corresponding to original

variables and columns corresponding to image variables. Each column is the regression

equation for predicting the corresponding original variable from the other thirty vari-

ables; that is, for calculating the image variable from the original variables. For

printout purposes, the matrix has been column-normalized, but proportionality within

columns is correct. The image variables do not eciA the original variables; they are

non-singular linear transformations of the original variables, and the varit:nce of an

image variable is that part of th' variance of the corresponding original variable

which is predictable from the other original variables.

As a test of the fit to pure factor analysis, the correlation matrix of the anti-

image variables was produced. It appears as Appendix H.3, and it was computed

as SR
-1 S. The unique

. of pure factor analysis are assumed to be perfectly un-

correlated; so to the extent that image analysis is an approximation of pure factor

analysis, the anti-image variables should be uncorrelated. That is, the matrix in



Appendix H.2 should be essentially diagonal. It is diagonal to a certain extent; that

is, most of the entries are rather small--less than, say, 0.2. But there are some

rather large entries, on the order of 0.9. This is somewhat disconcerting, but then

again, the pairs of variables indicated by very large entries are very highly correlated,

and they load on the same factor.
ti

The covariance matrix G of the image variables was the matrix factored, and

the factorization scheme employed was that of Harris (1962). First the matrix S-1 RS-1

was formed, and its latent roots and vectors were determined. The latent roots are pre-

sented in Appendix 1.1 and are considered to be the diagonal entries of the diagonal

matrix Br2;
the corresponding latent vectors are presented in the columns of Appendix

1.2 and are considered to form the columns of the matrix X. By the definition of latent

roots and vectors, S -1
RS

-1
XB

2X '
. Harris (1962) showed tha S -1GS -1 = XB X,

where B 2
(B - 2 .2

So the Harris factor matrix for G is F = SXB andg 1 r r g g
1 1

SXB
-1 -1

F F = (SXB
g

) (SXB ) = :AB X'S = SS GS S = G. F appears as Appendixa a 9 9 g

1.3, where it is bordered by row and column sums of squares. The row sums of squares are

the image variable variances. The column sums of squares are the amounts of image variable

variance accounted for by the factors, and these amounts are additive, since the factors

are uncorrelated. Each .set of sums of squares sums to 22.4 which is about 72% of the

31 units of variance that were in the original variables.'

Note that the Harris factors of G were obtained rather than, say, the principal

factors based directly on the latent roots and vectors of G. Certain features of the

Harris factorization provide insight into the data. Note that the first 19 roots of G,

which correspond to Harris roots of R greater than 1.0, decrease monotonically; and

the last 12 roots of G, which correspond to the Harris roots of ,R which are less than 1.0,

increase monotonically. Harris (1962) showed that:



Ca if image analysis is regarded as a first approximation to canonical

Factor analysis, then the first set of factors correspond to the real

canonical correlations;

b the number of factors in the first set is the strongest lower bound,

devised by Guttman (1954), on the number of common factors in the

set of variables;

c ] small roots in the second set imply high off-diagonal entries in the anti-

image correlation matrix; that is, poor approximation to communality-

type factor analysis.

The ist point is implicit in Harris' (1962) formulation, and is made explicit in Kaiser

(1963), From a formula given by Kaiser (1963, page 164) it wen calcLI ated that the

second set of factors accounts for about 68% of the sum of squares of the off-diagonal

entries, of the anti-image correlation matrix.

Harris (1962) suggests that incomplete image analysis, employing only the first

set of factors, is desirable. That is, he suggests that the first set of factors should form

the basis for the entire image-analytic model of a given set of data, on the erounds that

they are the part of the original variables which maximize the approximation to com-

munality-type factor analysis. For three reasons, however, his advice was not followed.

First, the omission of the second set would have left still about 32% of the sum of

squares in the off-diagonal regions of the anti-image correlation matrix. Significant

entries would have remained there. Second, most of the Harris-Guttman reasoning

assumes an .application to the kinds of variciklAs oktelinnkie from psyckologicai testing,

for which approximation to a universe of content is conceptually reasonable. It was

not clear that the demographic and enumeration variables of this study couid be said to
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approximate a universe of content; they were selected according to availability

rather than according to conscious permeation of a theoretical universe. They were

skewed 'rather than normal. Third, for purposes of comparison, it was considered use-

ful to maintain compatibility with the component analysis, in which all factors were

retained. Consequently, all of the image factors were used, and the rotation destroyed

'the properties of the Harris factorization; any complete factorization would have led

to the same rotated fartor matrix.

In order to obtain a substantively interpretable basis for the factor space, the

1
normal varirnax rotation procedure was applied. The transformation matrix T ob-

tained is presented in Appendix J.1, and the rotated image factor matrix F
9

T is

presented in Appendix J.2. The rows and columns of F T are bordered by sums of
g

squares. The row sums of squares are again the variances of the image variables. The

column sums of squares are the variances accounted for by the factors and have been

arranged in decreasing order. Since the factors are uncorrelated, these variances are

additive. The first factor accounts for about 36% of the image variance, and the first

five factors together account for about 87% of the image variance. This is not the

most compressed basis possible for the factor space, but it will be shown that the fac-

tors obtained in this study are quite interpretable. Because the factor scores were

to be computed, the factor weight matrix was calculated. It appears as Appendix J.3

and was computed as SXB T ; the columns correspond ,to image factors and give the
r g

linear functions for calculating the factor scores from the origins! variables. For print-

out purposes, the columns have been normalized, but the proportionality within each

column is correct.

1 The application parallels that made to the components analysis, q.v.



Comparison of Component and Image Models. A rotated component analysis

and a rotated image analysis were performed. For the purpose of stratification, one

of the analyses needed to be selected. The theoretic qualities of the analyses were

to be considered in making the choice, but it was also necessary to consider the sub-

stantive interpretability of the factors. Ultimately, the strata were to be used for
ti
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answering substantive questions. The factor matrices were used for interpretation

and comparison. Appendix G.2 is the factor matrix for the component, Appendix J.2

for the image models. The first five factors of each are abstracted in Table 9, where

the name and loading of each high-loading variable on each factor is given. The

image factors were finally selected and named, and in Table 9. the names assigned

to the image factors are given. Also the correlations between the factor scores of

the two analyses were computed, as T
r M

_1 -1Q RS XB T and appears as
r g

Appendix K.1; the rows correspond to the rotated component factors and the columns

to the rotated image factors.

Theoretical considerations led to the choice of image factors for stratification.

First, the image factors were scale-free, and no assumptions had to be made concerning

the relative metric properties of the original variables. Second, the image factor

model is an approximation to the more reasonable communality models, for which it

is not necessary to assume that each variable is entirely contained in a common-factor

space.

A theoretical advantage of the component analysis would have been parsimony;

that is, the unrotated cumFnmallt analysis "extracts the most variance in the fewest

factors. For the present data, this is indeed true if we consider the unrotated com-

ponent factors and the unrotated image factors; the first five component factors account

for more variance than the first five image factors. But for the present data this advantage
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is lost when the factors are rotated. The first five rotated component factors account

for about 51% of the variance of the original variables. The first five rotated image

factors account for about 87% of the variance of the image variables, and for at

least 60% of the variance of the original variables. So, in terms of rotated or

meaningful structure, the. image factors are more compressed and parsimonious.

The greater parsimony of the image factors leads us to the most important

reason for choosing them as stratifying dimensions: they are more interpretable. It

can be seen from the crosscorrelations of the two sets of factors (Appendix K .1) that the

first and second rotated component factors are.essentially equal to the first and second

rotated image factors. The first and second image factors have been named "Numerical

Size" and "Organizational Complexity". In the image analysis, most of the informa-

tion of the input data matrix variables has been compressed into the first five factors.

Factors One to Five are truly clusters of variables. And, as will be seen in Part III, the

factors are reasonable and meaningful. On the other hand, rotated component factors

Three to Sixteen are all of essentially the same magnitude in accounting for variance. That

is, beyond the first two factors in the component analysis, no real clustering of the

variables has occurred. That is, most of the factors, specific factors, each with just

one high-loading variable. The first two factors would be useable for stratification,

but the others are not substantially different from the input variables.
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PART II

SECTION D

DATA PROCESSING: TECHNIQUES OF COMPUTING SCORES AND CODING DISTRICTS.

The first three sections of Part II discussed conceptual and empirical problems of

the input variables, omissing data, and of factorization. This Section D presents the

procedures and problems of using the computer to manipulate input data to provide sub-

stitutions for missing data, and to derive the composite variables. Furthermore, it is

demonstrated how the computer was programmed to assign codes for ere composite vari-

ables to loce-I education agencies, so that the district population could be stratified.

DATA REDUCTION PROGRAMS

Manipulating Input Data. The original sources of data were the "School/

District Tape", the "Employee Tope", and the "Valuation Deck". These sources were

described in Section II.A. The first computer program called,,program SSVAR, had as

input these three files. The essential function of the program was to merge ihe informa-

tion from the three files, and to produce as output a new tape called the "Variable

Tape".

For each district, the program assembled the following records: each district's

record, from the "School/District Tape"; all of the school records for each district,

also from the "School/District Tape"; all of the employee records for each district,

from the "Employee Tape"; the equalized property valuation for each district, from the

"Valuation Deck". The program then checked whether each district had any elementary

,
,enrollment. If the district did have elementary students enrolled, the. construction of

the variables proceecied. Districts with no elementary enrollment were omitted from
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further consideration. Construction of the variables involved crossreferencing the

collected records, extracting codes and recoding, counthig and summing, and forming

means and variances. As the program proceeded from one district to the next, alb of

the data were accumulated in a large table in the computer storage. Special codes

were stored in this table when missing data were detected for a district. Finally,

when the last district record was encountered, the program went into its second phase.

Substituting for Missing Data . The second phase of program SSVAR was concerned

with testing and replacing the missing data. The operations and results have been dis-

cussed in Section II.B. In this phase, program SSVAR went through four steps. First,

it performed three correlational analyses and produced as output the matrices appearing

in Appendices A to C. These analyses provided tests for the characteristics of the

missing data. But the program was set up to continue with the replacement operation.

In the second step, the regrestion coefficients were computed; they are presented in

Appendix D. Third, the regression estimates for the missing data were computed and sub-

stituted into the internal table. In the final stage, a correlational analysis was performed

which was based on the matrix with missing data replaced by regression estimates; the

results of this analysis appear in Appendix E.

The program SSVAR punched the final correlation matrix on cards, together with

the final means and standard deviations of the variables in the input data matrix. The in-

put data matrix was written on magnetic tape in a binary format. Fourty-four numbers

were written in a record for each district. The first of these numbers was the WSDPI

district identification code; the n3xt 31 numbers were the district's values for the 31

variables of the input data matrix; the final 12 numbers in the record were repeats of

.
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the first 12 variables, but with special codes for missing data instead of regression

estimates. Thus it could be determined, from a tape printout, which values were

regression estimates and which were actual data. The result was the "Variable

Tape". A listing of its contents was made for purposes of checking and reference.

Factor Anchises. After the output from program SSVAR was checked and
ti

decisions were made ubout the results, the next program, called program SSFAC,

was run. This program had as input the "Variable Tape" and the punched means,

standard deviations and correlations produced by program SSVAR. Program SSFAC

performed the components analysis, the image analysis, and the crass- correlational

analysis. Then the program computed the rotated components and rotated image

factor scores, and added them to the "Variable Tape". The modified "Variable Tape"
then contained 106 numbers in a record for each district: these included the original
44 numbers, plus 31 rotated components factor scores and 31 rotated image factor

scores. Finally, the program produced a listing of all the factor scores, to corres-

pond to the listing of the original variables, for purposes of checking and reference.

Limitations of the Programs. The above description of the programs SSVAR and

SSFAC is oversimplified. Although the programs did indeed perform the operations
indicated, they were complicated programs, and involved a variety of difficUlt problems.

First, there were problems of tape compatibility. The tapes obtained from the
WSDPI had been prepared on IBM computers, and the processing described here took
place on the University of Wisconsin CDC computers. Although the IBM and CDC

tape reading/writing schemes are theoretically compatible, there are subtle differences

in intensity and al ignment of the magnetic recordings. Tapes written on IBM equipment
are difficult to read on CDC equipment. The initial runs of program SSVAR were una
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successful because of tape reading error. Severy duplicate tapes from the WSDPI

were tried. Finally, the University's auxilary IBM 1460 computer was programmed

to copy the WSDPI tapes: The 1460 had been adjusted by IBM engineers to have

recording characteristics which are a compromise of the IBM and CDC F.

The copies produced by the 1460 could then be read by the CDC computers.

Second, there were coding problems within the WSDPI tapes. For some yet

unknown reason, one particular school did not have a school record on the "School/
District Tape". This caused the merging operation of program SSVAR to halt. A
special patch was placed in the program to skip. the employees of that school.

Third, the entire operation was performed originally for all districts in the
state. But upon examination of the results, it was apparent that the inclusion of dis-
tricts with no elementary schools was warping the factor structure and stratification.
So the programs were rerun with the additional instructions to omit districts which in-
cluded only high schools.

The point of the above notes is that the programs were specially written for the

data received from the WSDPI. They are special programs for operating on special data.

Program SSVAR accepts data only in the particular format of WSDPI tapes. And program

SSFAC operates only on the 31 variables defined for this study, and only with the

particular inputs from the first program. The programs are not useful or useable for any
other study. The only case where these programs could be used without modification

would be a replication study, using WSDPI information for another year, say, 1967.
Even then, the programs would need slight adjustments to meet the particular peculiarities

and problems of the 1967 data. The contributions of this project are the production of
the results for the particular data, and the development of a general methodology.



The Data Bank. The hard result of the computer processing is the "Variable

Tape". This tape contains the original 31 variables; the codes for real data and for

data which are regression estimates; the rotated components factor scores; and the

rotated image factor scores- The tape is written in such a form (floating-point binary)

that it can be used only on CDC computers, but CDC computers could be used to trans-

feq the data onto cards or onto IBM-compatible tape. For analyzing the outside vari-

ables described in Section III.C, for example, the first five rotated image factor scores

were punched on cards for input to a standard statistical program. The stratification

program described below, on the other hand, operates directly on the "Variable Tape".

The factor scores give composite measures of the qualities of the districts. The original

var:ables give direct indices of the qualities, such as enrollment, of the districts. In

summary, the "Variable Tape" is a bank of data on the elementary school districts of

Wisconsin.

STRATIFICATION

The data bank provided the desired empirical basis for Llassifyirt9 districts. The

object of classifying districts was to form relatively homogeneous sub groups of districts.

The composite variables were used, then, to build a multivariate stratificatinm of the

population of Wisconsin elementary school districts. There are several possible ways

in which the data bank could be used to construct a multivariate stratification. These

possibilities are most distinctly differentiated by the choice of points for segmenting

distributions of factor scores. For purposes of this project and the related illustrations,,..

. each of a few selected factor score distributions was simply dichotomized.

The stratification, then, does not utilize the composite variables in their full,

continuous generality, Rather, strata are defined by dichotomizing selected factor



scores. This spniong of distributions is necessary for purposes of classifications:for

example, it might be used for dividing the districts into groups of high or low

Organizational Complexity. It should be noted that classification is a special case

of measurement: it is measurement with variables which have only two values, zero

and one. The dichotomized scores contain less information, or fewer distinctions

between districts, than the parent distributions of the scores.
ti

A special computer program, identified as SSRAT , was prepared to perform

stratifications. There were three sources of input to SSRAT: they were the "Variable

Tape", a deck of cards specially prepared from the "School/District Tape", and

certain control information. The tape contained the image and components factor

scores, as well as the original variables. The cards contained the actual name of each

school district, as well as its Kind, Class, and Scope codes. The control information

included a code to indicate whether the rotated image or the rotated components factors

were to be used, codes to indicate which factors were to be used, and codes for each

factor to indicate whether that factor was to be dichotomized at ite mean or at its

median. The program first read the control information and the deck of name cards.

Then it read the "Variable Tape", and stored the selected factor scores; and finally the

scores were dichotomized.

The SSRAT program then produced its first important output, which was a

complete list of the districts ordered by their WSDPI code numbers. This output con-

tained four types of information for each of the 632 districts: the WSDPI code; the dis-

trict values for Kind, Scope, and Class; the district scores on the selected stratifying

factors; and a code that Indicated which. classification group the district had been

assigned fa.

r
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A code for a classification group is called a stratum pattern, and is in the

form of a series of pluses and minuses. A plus indicates that a district had a score

on the associated factor which was greater than the dichotomization point (mean or

median of the distribution); if a district had a score below the dichotomization point,

it was assigned a minus for. that position in the pattern. For instance, if there are

ocly two factors used it a stratification, then all the possible stratum patterns are

+ + + - , - + , and Each district would have one and only one of these

patterns, because it would be in one and only one classification group.

In the case of using only two stratifying, variables, the output 1 might look

like this:

ID Name Kind Scope Class Pattern Factor Scores

0056 Wellington

0063 Dunedin

0070 Timaru

0168 Christchurch

3 4 2 + - 2.34 - 1.67

2 1 1 In NO -0.47 a. 1.22

3 1 4 + - 1.46 -0.05
4 2 3 + + 3.11 2.24

The first column is the district identification code, and the listing is ordered by that

code. The other columns are, from left to right: the name of the district; the Kind,

Scope, and Class of the district; the stratum pattern; and the factor scores. In the

actual stratification, five factors were used, instead of two.

The second important output of SSRAT contained a section for each stratum.

In these sections were lists of the districts in the strata, and summaries of the characteris-

tics of the strata. The program obtained the List of the districts in each stratum by

sorting the information in the first output according to the stratum pattirn. The summary

of characteristics was then obtained after rereading the "Variable Tape" and retrieving

and accumulating the original variables separately for each stratum. For example, the

1 This is a fabricated example.



total elementary enrollment in the stratum is determined as the sum of Variable

r over all districts with that stratum pattern. The format of this summary is given

in Table 10; the data given in this table are the same summaries taken over all the

districts in the state. Selected aspects of Table 10 are presented for all 32 stratum

summaries in Appendix L, which permits direct cross-strata comparisons of summary

characteristics.

The program SSRAT also produced two less important outputs. The first of these

was a table of counts, which shows how many districts were assigned plus and how many

were assigned minus nn each factor. The second output was a list of districts ordered by

stratification pattern codes. This list contained the same in;ormation as the first im-

portant output, described above: district identification code, name, Kind, .r.::ope, Class,

and Stratum pattern. The formats of the two lists were identical; the only difference

between them was the method fOr ordering districts.
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PART III: SOME APPLICATIONS OF THE ALGORITHM OUTPUT
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Section B -
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Illustration: Characterization and Description

Illustration: Categorization and Comparison

Illustration: Logical and Statistical Analysis

Illiotration: Sampling
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Discussion in this section will center on reporting the extent to which the
al gorithm provides efficient description of the dimensions al ong which school districts
val. The known, raw 'indicators were the or iginal 31 variables defined and discussed
in Section I I .A. The analytic procedures discussed in Section I I .0 derived the five
factors 1

from the original 31 variables; these factors were weighted sums or composites,
and accounted for at least 60% of the variance of the input data. That is, the five factors
compressed the input information and therefore were summary dimensions of school dis-
trict variation. These dimensions also had the special quality of being uncorrelated.

As summary dimensions, the factors are of intrinsic interest in understanding and
describing the variation among school districts. So it is necessary to reach an understand
ing of the factors as quantitative measures on the districts. The discussion in this section
is broken into two parts. First, the contents of the factors will be explored by examining
the relationships between the factors and the original variables. Second, the distributions
of the factors will be investigated for the purpose of understanding the empirical repre-
sentation of their contents.

FACTOR CONTENTS

The compositions of the factors are defined by the columns of the rotated image
factor matrix, Appendix J.2, which is abstracted in Table 9. Descriptions of the factor
contents are given in the following paragraphs. Special attention was given to the variables

Consistent with Section II . C, only the first five rotated image factors are treated here.
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which had high loadings on a factor, and consideration was made of the kinds of dis-

tricts which had simultaneously high values for those variables. Labels were assigned

to the factors: the labels are for reference both to the operationally defined factors and
to the undefined constructs which they represent. In choosing the labels, considerations
had to be given to the fact. that the factors were uncorrelated. The factors and their
labels are the results of a particular set of data and a particular analysis. For example,ti

if ten more variables had been available, then the present factors might have been aug-
mented or their structure might have been altered.

Factor One, Numerical Size. This factor was the largest one in the sense that
it accounted for more variance than any other factor. The name was chosen because dis-

tricts with high scores on this factor tend strongly to have large numbers of students and
teachers at all grade levels; they also have relatively high numbers of large schools and

are supported financially by a large total equalized property valuation.

It would have been possible to employ statistical techniques to partial the in-
fluence of size out of the input variables before computing the factor analysis; then no

general size factor would have appeared. One of the objectives of this investigation,
however, was to produce results which would be useful for a variety of purposes, and

because size is often an important variable in studies of LEAs, no attempt was.made to
eliminate its effects. The orthogonal factorization ensured that this size factor is un-
correlated with the other image factors.

Factor Two, Organizational Complexity. A district with a higi, score on this
factor tends to have relatively high numbers of students and teachers per school. It also
tends to have a greater degree of economic autonomy than districts with lower scores:
teachers in such a district receive relatively high salaries, schools in the district have



large equalized property valuation, and the district receives a high level of state aid.

The teachers in such a district are quite variable with respect to salary and experience,

but on the average they have more advanced academic degrees and teaching credentials

than their colleagues from districts with a lower Organizatiob,..t Complexity score. An

elementary teacher from the district with the higher score on this factor is likely to

specialize in teaching at a single grade level, but in the district there will be several

teachers who have non-teaching duties, such as counseling, or who teach only part time.

Finally, districts with high scores on this factor are more likely to include a high school

than their less complex counterparts. The relationship between the presence of a high

school and score on Organizational Complexity 'is discussed further in the notes on factor

score distributions.

Factor Three, Teacher Experience. The six variables with significant loadings

on this factor are all measures of the characteristics of the teachers within districts.

Districts with high scores on this factor have teachers who have high degrees and credentials,

and whose averages for both local and total experience are high. There is also a relatively

large variance among the teachers in the district with respect to the length of time they

have taughtsboth locally and in toid.

Factor =our, School Unit Size. A district with a high score on the School Unit

Size factcyr has a relatively high number of one-room and two-room schools; it has a

small total equalized property valuation per school; it probably has a high school; and

it is likely that the teachers in its schools are teaching two or more grade levels.

Factor Five, Economic Power. Districts with high scores on:this factor have a

high ratio of property valuation per student, and are likely to be elementary-only districts.

Such districts are considered economically powerful in supporting their existing school

program.
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FACTOR SCORE DISTRIBUTIONS

Each computed factor score hud a mean of exactly 0 and a variance of 3xactly

1; that is,. factor score distributions were standardized. For the purpose of illustrating

the distributions; each is expressed here as a frequency polygon. The abcissa is identical

for all the distributions and.has been coded by mapping the range of standard scores into

266intervals. In Table V is presented the coding scheme and the real limits of the inter-

vals; the table also includes the exact interval frequencies for each factor, and the bottom

line gives the distribution medians which were used in the stratification. The frequency

polygons for the five factor scores are giver in Figures 1, 2, 4, 5, and 6. Figure 3 is

the distribution of district scores on Factor Two, Organizational Complexity, distinguishing

between those districts which include secondary schools as well as elementary schools and

those which include just elementary schools. Three peculiarities of the distributions are

discussed in the following paragraphs.

Leptokurtosis of Factor One. The distribution of district scores on Factor One,

Numerical Size, is the most non-normal of the five distributions. More than 78% of the

entire district population resides in the interval coded number 9. If the distribution were

normal, 9.9% of the population would be contained in this interval. But the leptokurtosis

of the distribution does not imply that there are no reliable differences in size among

three-quarters of Wisconsin's elementary school districts. The pile-up at the median is

an artifact of the inclusion in the population of two or three large school systems. The

largest district in the state is a metropolitan system which had a Numerical Size score of

23.03. The probability of so large a score occuring in a normal distribution is one in

several billion. This one district accounts for 84% of the variance of the factor.



TABLE 11

INTERVAL CODES AND EXACT FREQUENCIES

OF FACTOR SCORE DISTRIBUTIONS

Interval
Number

Lower
Limit

Upper.
Limit I

FREQUENCIES
II III IV V

1 -2.25 -201 0 2 4 2 0
2 -2.00 -1.76 0 4 9 1 2
3 -1.75 -1.51 0 27 20 5 2
4 -1.50 -1.26 0 51 30 12 9
5 -1.25 -1.01 0 36 37 36 37 ,

6 -1.00 -0.76 0 33 47 64 65
7 -0.75 -0.51 0 39 47 73 93
8 -0.50 -0.26 37 59- 65 85 79
9 -0.25 -0.01 494 61 66 107 84

10 0.00 0.24 69 84 65 82 74
11 0.25 0.49 9 69 71 38 58
12 0.50 0.74 4 46 59 26 47
13 0.75 0.99 1 27 35 28 20
14 1.00 1.24 3 26 20 19 15
15 1.25 1.49 8 22 19 12 10
16 1.50 1.74 1 11 8 12 8
17 1.75 1.99 1 13 5 5 6
18 2.00 2.24 1 4 7 3 4
19 2.25 2.49 0 5 8 4 3
20 2.50 2.74 1 6 1 4 1

21 2.75 2.99 0 3 2 2 3
22 3.00 3.24 0 2 3 2 0
23 3.25 3.49 0 1 1 1 3
24 3.50 3.74 0 1 0 0 2
25 3.75 3.99 0 0 0 2 1

26 4.00 23.03 3 0 3 7 . 6

Medians of Factor
Score Distributions -0.103 0.008 -0.024 -0.156 -0.156
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It would have been possible to have excluded the large metropolitan districts

from the input population or to have made normalizing transformations on their observations.

Then these districts would not have been such radical outliers. But given the results as

computed with the unaltered data, a researcher still has the choice of excluding the large

districts. He may feel that the metropolitan school systems comprise a separate population

and should be treated separately from all other districts; or he may believe that they are

extreme cases, but are, "nevertheless, members of the specified population. For example,

in the stratification illustrated in Section III .B, the outliers were not omitted, and con-

sequently the Numerical Size scores in strata associated with "High" Numerical Size may

vary from -.119 to 23.03. But the discrimination between "High" and "Low" is adequate

for the research purposes of that stratification.

Bimodality of Factor Two. It can be seen in Figur 2 that the distribution of

Factor Two, Organizational Complexity, has two frequency peaks--it is bimodal. In

Figure 3, separate frequency polygons of Factor Two are displayed for the subpopulation

of districts with high schools and the subpopulation of districts without high schools.

These distributions have similar shape, but their peaks are located at different points.

By comparing Figure 2 with Figure 3, it is apparent that the bimodality of Factor Two is

a result of the mixture of the two differently centered subpopulations. This suggests,

as is reasonable, that Organizational Complexity is manifested differently for districts

with high schools than for districts without high schools. Stratifying the total population

of districts nt the median of Organizational Complexity produces more a distinction be-

tween those districts with high schools and those without than it does a distinction, within

the subpopulations, between more or less complex organizations.

Skewness. All the factors are somewhat skewed to the right. This is doubtless

a consequence of skewness in the input data, for mcny of the input variables were

enumerative. Demographic enumeration tallies tend to be skewed. All the distributions

should be examined carefully before cutting points for a stratification are chosen:
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The algorithm produced measures on the school districts which, as explained

in the previous section, characterize the districts and which are considered important

dimensions of school distrid variation. The measures were the input for the stratification

scheme presented in Section 11.D. The stratification scheme produced a categorization

of the district population which is useful in certain practical research processes such as

stratified sampling--these applications are discussed in Section 111.D. But also, the

categorization provides c framework for substantive comparison of school districts and

school district types. The discussion below is broken into two parts. First; further ex-

planation and interpretation is made of the categorization. Second, the summary charac-

teristics of the categories or strata are presented, and notes are made concerning the kinds

of substantive inference possible.

CATEGORIZING THE DISTRICTS

The dimensions or measures used for categorization were the first five rotated

image factors which are discussed in Sections 11.0 and III .A. For each dimension the scores

were points on a continuum, and no two districts had exactly the same score. In particular,

no two districts had the same profile of scores. So while the multivariate analysis resulted

in a clustering of the original 31 variables, it did not provide a direct clustering of the 632

districts. To provide such a clustering of districts, a transformation wa6- performed on the

factor measures: each factor was coded plus for districts with scores above= the median score

anc' minus for districts with scores below the median score. Each district was then identified

by a pattern or profile of five pluses or minuses. After this reduction in the amount of in-

formation in the factor score specifications, there were districts with the same factor pattern.



I n fact, there are only 25 = 32 possible patterns, r.nd so the population was partitioned

into 32 categories. A stratum or category of districts is comprised of all the districts in

the population which have a unique pattern of five pluses and minuses. Note that the

categories correspond to the cells in a full-factorial experimental design with five dichoto-

mous factors.

An objective in categorizing the districts was to put together those districts

which were alike and to separate those which were different. However, the discussion in

Section III.A on the distributions of the factors demonstrates that there remains considerable

variability among, say, the 316 above-median d;strizts for any one factor. By the time five

such dichotomizations are superimposed on one another, the within-stratum variability is re=1
1111 aduced, 'out it is aril; M. be T. ..A- question of whether the within-stratum

variability is greater than the between-stratum variability is an empirical one and could be

investigated by analysis of vat lance procedures. But interpretation of such an analysis would

be difficult since the factors are no longer orthogonal after being dichotomized. This is

demonstrated in an example in Section

Within the algorithm it is possible to produce other stratifications. For example,

a subset of the factors could be selected, or trichotomization could be used instead of

dichotomization. Note that the stratification produces strata of approximately equal size be-

cause the factors are uncorreiated.

COMPARING THE CATEGORIES

The clustering and separating of districts according to the 25 design provide a

framework within which substantive comparisons can be made. Comparison at the level of

individual districts is too detailed for general substantive purposes, but efficient comparison

among strata can be based nn summary (+oracle:4H= of the strata and the population. In

Appendix L such summary characteristics are presented, and in Table 12 two pieces ex-
tracted from the Appendix are displayed. The extract on the right of Table 12 corresponds

79.



TABLE 12

Stratum Characteristics: Extracts from Appendix L.

80

17

35.3
94.1
94.1

2,331.1

1,370.8
960.3

107.9

51.0
46.3
10.6

12.3

5.9
6.4

59,670.6

Ion L107
21.6
8.8

25.6
4,853.6

Factor One
Factor Two
Factor Three
Factor Four
Factor Five

OM

Numerical Size
Organizational Complexity
Teacher Experience
School Unit Size
Economic Power

Number of Districts

Percent with county-based administration
Percent which have high schools
Percent which receive integrated aid

Total Enrollment Per District

Elementary enrollment per district
Secondary enrollment per district

.111 GNI SIB ms

Total Staff Per District

Elementary teachers per district
Secondary teachers per district
Other professionals per district

Number of Schools Per District

Schools per district with only one or two rooms
Schools per district with three or more rooms

Ye

Equalized Valuation Per District

...

Students per school in the stratum
Students per staff in the stratum
Staff per school in the stratum
Valuation per student in the stratum',
Valuation per school in the stratum

(Dollars x 1000)

\%.from fifth column of first page from fold-out lab on fourth page

STATEWIDE

CHARACTERISTICS

632

79.7
55.5
61.3

1,285.6

798.0
487.6

58.4

28.8
23.9
507

4.3

1.1
3.0

33,727.8

295.9
22.0
13.4
26.2

7,762.6



to the fold-out tab on the fourth page of Appendix L. This contains the five factor

identifications and the names of a series of twenty characteristics. To the right of these

names appear the values of these characteristics for the entire state population. The

thirty-two columns in the body of Appendix L contain the values of the characteristics

as summarized for each of the thirty-two strata. One of these columns, for stratum

-1,++3, appears in Table, 12 and it explained below. But the general form for a column

is this: at the top appears the pattern of pluses and minuses for the stratum; next is the

number oc districts in the stratum and the proportions of districts with certain administrative

features; then are given stratum averages related to enrollment, staff, school buildings,

and valuation.

_ ,. 17In stratunk; {/ %etas% sta le above the

median for Numerical Size, Organizational Complexity, School Unit Size, and Economic

Power; and all have factor scores below the median for Teacher Experience. Thirty-five
percent of the districts have county-based administration; ninety-four percent of them have

high schools; ninety-four percent receive integrated aid. And, for example, there is an

average of 51 elementary teachers per district in the stratum; across the stratum, there are 21.6

students per staff member; across the stratum, there is $25,600 valuation per student.

Of particular interest in stratumE++ ++] is the large number of one and two-

room scheinica 41 fact, there are 101 such schools inure qtrnturn. Yet the districts in the

:.lratum are predominately city-based, have high schools, and have an about average amount

of valuation per student. This suggests, as was verified by examining the districts in the

stratum, that the districts are located in rural regions of the state but are centered in the

business service centers of these regions. The one and two -room schools apparently are pre-

sently maintained in the rural outlying areas of the district.
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There are 715 one and two-room schools in Wisconsin, and this stratum--which

is to say, this kind of district--accounts for almost 1/7th of them. Appendix L makes possible

the substantive comparison of this stratum with other strata having large numbers of one and

two-room schools. Stratum& - -H- - ]contains 59 one and two-room schools and its districts

are mostly county-based, have low valuation per student, and centered in small villages.

Stratumr--++ includes 48 one and two-room schools, and its districtt are similar to those

of stratum a+ - ++ -3, but they are smaller--that is, less of the rural area surrounding the

villages is included. Thus by examining and comparing the strata and by making use of the

multivariate descriptions, it can be seen that there are several kinds of districts which con-

t i nue to have one and two-room country schools.



PART III

SECTION C

ILLUSTRATION: LOGICAL AND STATISTICAL ANALYSIS

The algorithm produced measures on the districts which may be analyzed as

sources of variation explaining the distributions of other variables across the districts. In

particular, the factor scones 1 and functions of them may be used as independent variables

in multiple regression on a dependent variable. When the scores are dichotomized, then

the multiple regression is equivalent to analysis of variance.

In this section, two illustrations of statistical analysis using the factor scores

are given. In the first, the dependent variables concerned ESEA Title I fund allocation to

tha districts. The objective was to determine the differentia! of the ^I1^cmti^n

variables from the district-characterizing measures. In the second, the dependent variable

was viewpoint-productiveness of teachers in interviews leading to the construction of an

item pool. The approach was to select teachers for interviewing according to an experi-

mental design based on the dichotomized factor scores,and then to analyze their relative

viewpoint-productiveness according to analysis of variance. Both illustrations are brief

reports. in the first, the kinds of substantive inferences possible are emphasized; in the

second, the major focus is on the kinds of experimental manipulations possible..

COMPENSATORY EDW.". TION

Problem. School districts in Wisconsin, like districts all across the country,
Ty

are eligible to receive federal funds under Title I of Public Law 89-10, the Elementary

and Secondary Education Act. The districts are to use their funds to support locally

1 That is, the first five rotated image factor scores.



initiated programs of compensatory education for educationally disadvantaged children.
The amount of money for which a district is eligible is the product of two factors: a

dollar allocation rate and the number of disadvantaged children in the district. The
allocation rate is based on county census figures and reflects the proportion of county
families with a basic annual income less than $2,000.

The objectivin of the analysis was to determine the extent to which the dollar
rate, the number of disadvantaged children, and the total Title I allocation are pre-
dictable from the five district-characterizing factors developed in this project.

Procedures. Values on the three dependent, Title I, variables were available
one year later than the data inputs for the algorithm, and several consolidations of smaller
districts had taken place. Also, there were a few districts which were not eligible for
Title I funds because they had no disadvantaged children. Due to the disappearance and
ineligibility of certain districts,' the population base for this analysis was a subset of 527
of the 632 districts which were input to the algorithm.

Two analyses were performed: in the first, the actual factor scores were used;
in the second, the dichotomized scores determined for the stratification were used. The
five district-characterizing factors, actual or dichotomized, were listed as independent

variables and the three Title I indices were listed as dependent variables for input to a
multiple regression analysis computer program. The program first computed the two-factor
and three-factor interactions of the independent variables- -that is, their two-way and
three-way products. There were then a total of 25 possible independent variables: the
five factors, the ten two-way interactions, and the ten three-way interactions. The

analysis for the dichotomized scores is Omi lar to a non-orthogonal analysis of variance.



Results. The intercorrelations of the five factor scores and the three

Title I variables are given in Table 13. The independent and dependent variables are

separated by vertical and horizontal dashed lines. The intercorrelations from the analysis

based on the actual factor scores are given in the upper right triangle, and the inter-

correlations from the analysis based on the dichotomized scores are given in the lower

left triangle. Note that the actual factor scores are only slightly correlated; had the

population size not been reduced, they would have been perfectly uncorrelated.

In Table 14 are displayed the statistics describing the degree to which the

dependent, Title I, variables are predictable from various sets of the independent, district-

characterizing, variables. The upper half and lower half of the table present, respectively,

the results of the analysis using the actual and dichotomized factor scores. The left;

middle, and right thirds of the table present, respectively, the results for the number of

disadvantaged children, the alkication rate, and the total dollar allocation. Each of the

2 x 3 = 6 sections of the table is concerned, then, with either actual or dichotomized

factor scores and with one of the three dependent variables.

In a section there are three columns of coefficients which describe the pre-

dictability of the dependent variable from various subsets of the actual or dichotomized

independent factors. These subsets are: each of the five factors separately, the five

factors together, the five factors along with the two-way interactions, and the five factors

along with the two-way and three-way interactions. The entries in the column headed R

are multiple correlation coefficients of prediction. The entries in the column headed

R2 are coefficients of determination- -that is, proportions of the variance in the dependent

variable accounted for by the subsets of independent variables. The entries in the third

column are labelled 0 R2 and are the absolute differences between the R2 for the particular

subsets of independent variables and the R2 for the subset consisting of the five factors

together. These A R2 coefficients facilitate comparing the relative predictivenbss of the

various subsets of independent variables.



1. Numerical Size

TABLE 13

Intercorrelations1 of
Stratifying Dimensions

and Title I Allocation Variables

1 2 3 4 5 6 7 8

86

-----
% I--- -010 -003 -009 006 i 964 137 971

1

2. Organizational Complexity 062 --- -057 -054 019 ', 007 352 -013
1

3. Teacher Experience -185 073 ...... -015 -018 1 068 009 054
I

4. School Unit Size 332 030 017 --- 009 1 070 -024 038
1

5. Economic Power -068 -095 -053 -131 --- i -055 -048 -038

6. Eligible Children

7. Dollar Rate

8. Allocation

163 070 096 022 010 1 --- 128 996.
1

021 200 -013 -070 -071 : 128 - -- 129

.:137 043 080 -002 024 : 996 129

t

1
The intercorrelations of the continuous variables are given in the upper right segment of
the matrix; intercorrelations of dichotomized variables are given in the lower left segment.
Decimal points have been omitted.
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Table 15 gives the standardized regression coefficients from the analyses

which involved multiple regressions. It is concerned only with the first two of the

dependent variables- -the total allocation is not treated--and only with the analysis

using the actual factor saxes. For each dependent variable, three columns are given.

In the first of these are the regression coefficients for the five stratifying dimensions,

when only those dimensions were used. In the second column are given the coefficients

for the five dimensions and the two-way interactions, for the corresponding linear model;

and the third column gives the coefficients for the regression model which used all 20

interactions along with the five basic dimensions. Significant coefficients (p 4.05) are

indicated. Also given are the multiple correlation coefficient (R) and coefficient of

determination (R2) associated with each of the regressions.

Discussion . In the following five paragraphs, comments are made concerning

features of the results. These comments are not intended exhaustively to explain Title I

allocation, but rather to suggest the kinds of inferences that may be made with logical and

statistical applicetinns of the algorithm.

1. It appears that the two dependent variables used in the allocation of Title

I funds are related differentially to two stratifying dimensions. The number of disadvantaged

children is best predicted by Factor One, Numerical Size; the dollar rate is best predicted

by Factor Two, Organizational Complexity.

2. The number of disadvantaged children is more predictable than the dollar

rate. This is probably because the variation in the number of children is large,- than the

variation in the allocation rate. Allocation rate varies by county rather than by district,

and all the districts in a county were assigned the same rate.

3. The results for total allocation are very similar to those for number of dis-

advantaged children, just as the correlation between the total allocation and the number

of disadvantaged children is high. The high correlation is probably due to the difference

in variability between the two factors which are mullplied together to determine the total

allocation.
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1. Numerical
Size

89

TABLE 15

Standardized Regression Coefficients
for the Relationship Between Stratification

Dimensions and Title I Allocation Variables

Number of Qualified Children Rate of Allocation

Factors With With Factors With With
Only 2-way ,3-way Only 2-way 3-way,

:97* .80 .85*
*

.14 .04 -.51

Organizationr I * * *
Complexity .03 .36 .31 .32

Teacher * * *
.07Experience .10 .11 .03 .02 .08

4. School Unit *
Size .08 .08 .09 .00

5. Economic
Power -.06 -.06 -.06

* *
1 x 2 -.12* -.34
1 x 3 .14 .21
1 x 4 .05* .12
1 x 5 -.05* .05
2 x 3 ^" . V+)

2 x 4 .01 .02
2 x 5 -.03 -.01
3 x 4 .00 .02
3 x 5 -.01 -.03
4 x 5 -.01 .01

lx 2x 3
lx 2x4
1 x 2 x5
lx 3 x4
lx 3 x5
1 x4x5
2x 3 x4
2 x3x 5
2 x4x 5
3 x4x5

.01*
-.27

.01*

.08*
-.07

. 10

. 00
-.01
-.02
-.01

R .97 .98 .99

.94 .97 .97

-.06 -.07 -.10

.06 1.06

. 09 .45
-.08 -.27
-.02 -.11
-.07 -.10
-.02 .04

. 11 .14

.01 .00

.01 .07

.07 .12

-.64
.44

-.05
-.09

.07
-.05

.06

.04
-.20
-.07

. 38 .40 .42.

. 15 .16 .18

* The associated t - value is significant beyond p x.05,
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4. When actual factor scores are used, the inclusion of interactions

adds little to the prediction. When dichotomized scores are used, the interactions

have considerable utility.

5. There is a considerable loss of precision when dichotomized scores are

used. Also, the dimensions are not orthogonal after dichotomization. The entries above

the 'diagonal in the up,3eeft quadrant of Table 13 are not exactly zero because several

districts which supplied inputs in the construction of factors were not included in this

analysis. These entries, are, however, very close to zero. Certain intercorrelations of

the dichotomized scores depart significantly from zero.

TEACHER VIEWPOINTS

Problem. Attitude and viewpoint item pools are often generated by collecting

and collating information from the responses of several informants. In order to understand

the nature and composition of such pools it is necessary to ascertain the differential con-

tributions of the sources providing information. This is exemplified in a study (NI: Her,

et. al., 1967) of which a major objective was to secure viewpoints of teachers concerning

ways of facilitating classroom learning. The viewpoints were obtained by means of tape

recorded, open-ended interviews, and content analysis of the recordings led to the formation

of an item pool.

One dependent measure was viewpoint-productiveness, as measured by the

number of statements which resulted from an interview. The analytic objective was to

determine how the number of discrete statements obtained from a teacher's interview protocol

varied as a function of district factors, teacher factors, and interview factors. Altogether,

seven factors were to be studied, and each of these factors had two levels. The first four

factors were the first four district-characterizing dimensions; factors five and six were two

teacher variables, grade level taught and length of teaching experience; factor. seven was

1



the order in which the two sections of the interview schedule were administered.

Procedures. In order to determine the effects of the seven factors in the

differential contributions of the teachers to the item pool, the selection of teachers to be

interviewed and the administration of the schedule was directed according to an experi-

mental design. The seven factors provided a basis for a 2
7

design; there were seven factors

eacki at two levels, defining 128 cells or treatment combinations. If there were to be

replicates for the purpose of estimating error, at least two teachers would have had to be

interviewed within each of these cells. This would have necessitated conducting at least

256 interviews, which was impractical given the limitations of time and cost.

So in order to be able to estimate the effects of all seven factors without having

to conduct 256 depth interviews, it was decided to employ a 27-3 fractional factorial

design
1,

which allowed reduction in the number of treatment combinations needed. Two

teachers were interviewed in each of the 16 treatment combinations defined by a 2 7-3

design, and the total number of interviews called for was therefore reduced to 32. As is

uwiarv. f 41.0 intPrp.retotions of the results of the. evnsequent analysis are more

tentative than they would have been in the full, 2 7,
case.

For the purpose of developing the fractional factorial design matrix, the levels

of each factor were coded as + for "high" and - for "low". The seven factors for the study

then were:

FACTOR CODED + CODED -
1

District '2
Factors 3

4

Teacher f5
Factors 6

Interview t7
Factor

Numerical Size
Organizational Complexity
Teacher Experience
School Unit Size

Grade Level Taught
Total Teaching Experience

Order of Interview Schedule

Above Median
II

Below Median

11

11

Intermediate 'Primary
10 years or more ifss than 10 years

Order A-B Order B-A

1 Fractional factorial designs are described in deta;1 in Box and Hunter, 1961: Their
uti!ity in educational research is discussed in McLean, 1966.



In the study of the relationships between the seven factors and a dependent variable, there

are 128 sources of variation: the grand mean, 7 main effects, 21 two-factor interactions,

35 three-factor interactions, 35 four-factor interactions, 21 five-factor interactions, 7 six-
factor interactions, and 1 seven-factor interaction. If there were to be only 16 treatment

combinations, each would have to estimate the combined effect of eight of these 128 sources

of variation. By using a fractional factorial design, the pattern of the confounding of the
. sources of variation could be specified, within certain limits, in advance.

This illustration is of the methodology for performing the selection and analyses.

Therefore, the results presented in the following paragraphs are: the parameters for the particu-

lar design constructed. The technical details of the construction are not given.

Results. The present design was structured so that the 1 x 4 interaction would
not be confounded with any main effect. This was desirable because, as is noted in Section

111.8, the dichotomized factor stores for factors One and Four were substantially correlated.

Furthermore, no main effect was confounded with any Iwo-factor interaction which was con-
sidered possibly potent. 141__ r- I I °wilowmg are the confounding relationships for the main effects:

interaction, the 2 x 3 x 6 interaction, etc.

7 = 456 = 157 = 1467 = 23567

1 = 2345 = 236 = 12347 = 1456 = 57 = 467 = 123567

2= 1345 = 136 = 347 = 2456 = 1257 = 12467 = 3567

3 = 1245 = 126 = 247 = 3456 = 1357 = 13467 = 2567

4= 1235 =12346 = 237 = 56 = 1457 = 167 = 234567

5 = 1234 = 12356 = 23457 = 46 = 17 = 14567 = 2367

6= 123456 = 123 = 23467 = 45. = 1567 = 147 = 2357

7= 123457 = 12367 = 234 = 4567 = 15 = 146 = 2356

The first line in the list contains the principal generators of the design. And, for example,

the second lone indicates that the first main effect was confounded with the 2 x 3 x 4 x 5

wymr.nossm=1.`,..,
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The actual design matrixtaccording to which the teachers were selected to

be interviewed,is given as Table 16. Each row of the table shows a treatment combination.

For row 6, for example, it was necessary to select--at random--two districts which were

above the median on the dimensions Numerical Size and Teacher Experience and below

the median on the dimeniions Organizational Complexity and School Unit Size. In each

of these districts, it was necessary to identify all the teachers who had less than 10 years

teaching experience and who taught in the intermediate grades. One of these teachers was

selected at random from each of the two districts, and both persons were interviewed in

the same schedule order, segment A followed by segment B.

After the interviews had been conducted and the content analyses completed,

the statistical analysis could be computed. The structure of the ANOVA summary table

is as follows:

SOURCE SUMS OF SQUARES DF MEAN SQUARES

A. Numerical Size SSA 1 SSA /1 MSA /MS1

B. Organizational SS
B

1 SSB /1 MSB /MS
I

Complexity

C. Teacher SS

Experience

D. School Unit Size SSD

E. Grade Level SSE

F. Teaching Experience SS
F

G. Schedule Order SSG

H. All Other Controlled SS
H 8

Sources

1

1

1

1

ssc MSC /ms,

SSD/1 MS /MS
D I

SSE /1 MSE /MSI

SS
F
/1 MSF /MSI

SSG/1 MSG /MS1

S
SH

/8 MSH /MS,

I. Error SS
I

16 SS 1/16

The analysis could be modified to test specifically the effect of the 1 x 4 interactionplong

with the effects confounded with it.



TABLE 16

Design Matrix for 27-3 Fractional Factorial
Used in the Study of Teacher Viewpoint-Productiveness

94

Run

2.

3.

4.

5.

6.

7.

8.

9.

10,

11.

12.

13.

14.

15.

16.

1 2 3 4 5 6

Numerical Organizational Teacher School (1234) (123)
Size Complexity Experience Unit Size Grade Personal

Level Experience

+.

MO YIP

+

ma

-

+

ma

ma

ma

ma

ma

.4-

7

(234)
Schedule
Order

MO

MO

is*

MO

ma

MO

r



Discussion. The scheme described and parameterized above provides an

efficient approach to logically analyzing the effect of the factors on the differential

contributions of the teachers to the viewpoint item pool. The actual numerical results

are not presented here, for the purpose of this illustration has been to demonstrate the

utility of the outputs of the algorithm in designing statistical analyses. The scheme

also insures variability of content, since according to the design, teachers are selected

from different kinds of districts and with different teaching situations and experiences.

This latter aspect of the design is discussed further in the next section.



SECTION D

I LLUSTRATI ON: SAMPLING

The multivariate stratification defined within the algorithm provides the

framework for many stratified sampling schemes. A distinction may be made among

thil'ee basic types of samjAing objectives: sampling for analytic studies, sampling for

enumeration studies, and sampling for maximum variance.

Analytic studies are concerned with determining relationships among sub-

groups of a population and often involve analysii of variance. An example of an analytic

sampling study was outlined in Section III.C. Enumeration sampling is performed to in-

crease the precision with which the population can be described, and an example of such

a study is given later in this section. Maximum variance samples are selected when con-

cern is for maximizing the probability of permeating a content domain. For example, if

the responses of selected subjects were transformed into items for a factor battery, and a

certain type of person in the population was not represented in the selected subjects, then

items special to that type of person would be missed. Maximum variance sampling is

exemplified by the interview study of elementary teachers' viewpoints outlined in Section

111.C. This is explained at the conclusion of this section..

ISSUES IN SAMPLING DESIGN

The basic concepts and techniques of sampling theory are essential in applying

the algorithm for obtaining stratified random samples of school districts. Most references

on the theory of stratified sampling deal with the properties of the estimates from a stratified

sample and with the ways for choosing stratum sample sizes so as to obtain adequate precision.

Procedures for constructing strata are usually not discussed in these references. Conversely,



this report deals with a particular approach for constructing strata. The technicalities

of sampling theory and formulae are not presented in this report. But, of course, careful

attention to sampling theory is crucial in ensuring validity of a sampling application of

the algorithm. In order to provide perspective, brief mention will be made here of four

generally important issues of sampling theory raised in Cochran's text, Sampling Techniques,

(953). Other rele int\issues may be found in Deming (1953), Showell (1957), and

Moonan (1953).

Stratification. Any research study involving random sampling requires the

identification and coding of all the members of the population. Such specification immedi-

ately makes feasible simple random sampling, and stratification may seem unnecessary.

But stratified random sampling may yield increased precision either in the sense that a certain

precision is maintained in every stratum of the population or hi the sense that estimates of

characteristics of the total population are more precise. Such increase in precision results

when the strata are relatively homogeneous with respect to a criterion variable. In such

a case, it is advantageous to treat each stratum as a population in its own right, and this

is accomplished through stratified random sampling. But the homogeneity of the strata

with respect to a particular criterion variable is rarely known in advance, and whether

stratification is appropriate must usually be determined by substantive and theoretical

hypothesis. Estimates of the gain in precision due to stratification may, however, be made

after criterion data are collected.

A secondary reason for choosing stratified random sampling may be administra-

tive and logistic convenience. For example, in educational studies, access to individual

schools ordinarily must be obtained from district headquarters, so stratification of schools

into districts is naturally imposed by this administrative circumstance. Logistic problems

of sampling and of collecting data may differ in various subdivisions of the population.



For example, it may be practical to obtain measures on all schools in small districts,

while it may be necessary to further sub-sample within large districts.. Perhaps con-

versely, it may be possible to obtain measures on all schools in a geographically com-

pact urban area while 4 may be costly to reach all schools in a rural area where schools

are farther apart.

Sample Size. The main problem it determining sample size is to obtain maxi-

mum precision with minimum cost--in terms of available resources. The function relating

precision with sample size can usually be estimated; generally it involves unknown popu-

lation parameters. When estimated it may be substituted into the function relating sample

size and cost, and then)given the desired level of precision, the minimum sufficient sample

size may be computed. If cost and precision functions markedly differ for subdivisions of

the population, then the sample size needs to be separately determined for each subdivision.

If several characteristics are to be studied in one sample, there may be conflicting sample

size requirements. These conflicts need to be resolved by considering the costs incurred

by oversampling and the relative priorities among the characteristics.

Geography. If geographically adjacent units are more alike than units which

are far apart, then it may see.i reasonable to use geographical boundaries as strata

definitions. Although sampling from such strata may be fairly efficient, the strat.;ying

dimensions are probably not directly related to the specific objectives of a sampling study.

A sufficiently complex stratification based on theoretically relevant dimensions will,

however, result implicitly in geographical differentiation if, indeed, there are genuine

differences between geographical regions. The stratified random samples drawn within

the present algorithm have, for example, 'been scattered throughout the state of Wisconsin.
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Scilyn ling Unit. The units of analysis--that is, the units which ultimately

are measured--in some studies are selected after a series of sampling stages involved

different units of classification. In the study outlined in Section III.C, for example,

teachers were sampled from a stratified random sample of districts. The district level

was chosen for the present algorithm because schools, teachers, and students form a

malted hierarchy under districts. The utility of sampling, for example, teachers from a

stratified random sample of districts depends on whether the teachers nested in a stratum

f districts are relatively homogeneous. When this stage sampling is used, it is possible

to compute how much of the variance of a measure obtained on the teachers is due to

individual differences among teachers and how much is due to differences in teachers

across districts and strata of districts.

ENUMERATION SAMPLE: TEACHING VACANCIES

Problem. Late in..the summer of 1966, the Wisconsin State Department of

Public Instruction found that it was necessary to determine, or to estimate accurately, the

number of teaching positions, at all grade levels, which had not been filled for the approach-

ing academic year. It appeared to be impossible to canvas all the districts in the state

in the time available, so it was decided to distribute a questionnaire to a crrefully selected

sample of districts, to focus the resources of the WSDPI on c5taining complete and reliable

information from that sample, and to estimate the state's teaching vacancies from the

sample data.

Procedures. The first two factors,1

Numerical Size and Organizational Com-

plexity, were selected as stratifying variables and were dichotomized at her medians, So

there were four strata of districts: -H.; +-, -+, and --.

,~11=
1

Actually these were the factors of an early, incomplete version of the algorithm.



Results. All but two of the questionnaires were returned in time for

analysis, and the projections were computed and disseminated within ten days from the

initiation of the survey.

Discussion. There was no way to validate directly the precision of the findings

based on this sample, but it was possible to validate it in an indirect fashion. Although

the teaching vacancies in districts were not available as a direct check on accuracy, the

district enrollment figures were uniformly available. As a kind of check on the sampling

accuracy, then, enrollment figures from the same sample of 50 districts was used to pro-

ject the statewide K-12 public school enrollment in Wisconsin. The resulting projection

was accurate within 1.5% of the actual statewide public school enrollment.

SAMPLING CONTENT

Problem. When aftitude and viewpoint item pools are constructed from collated

information gathered from the responses of a number of informants, it is of major concern

that procedures for collection and collation be devised so as to ensure permeation of the

desired content domain. One manipulable aspect of the collection process is the selection

of respondents. This selection is critical if different informants make contributions to

different parts of the content domain.

The content domain of interest in the study (Miller, et al., 1967) outlined in

Section 111.0 leas elementary teachers' viewpoints on classroom learning. An underlying

assumption of that study was that individual teachers differ in the areas of the content

domain to which they might contribute. This was considered plausible because teachers

vary with respect to their life experiences, pat .onalily characteristics, and teaching

backgrounds. Furthermore, it was assumed that teachers from different kinds of school

districts would tend to contribute to different areas of the content domain. This was
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considered plausible because particular kinds of districts attract particular kinds of

teachers, and the kinds of educational conditions in a district influence the professional

experience .of a teacher in a district.

Procedures. The selection of teachers for interviewing was based on the fractional

factorial design of Section 111.C. Within the design, teachers were stratified according to

teaching experience and background, and the selection of districts from which teachers

were sampled was based on the district-characterizing dimensions, which include teacher

experience characterizing information.

Discussion. A typical approach to selection is to examine those who are most access-

ible--that is, those who teach in districts which cooperate with research projects. To

demonstrate the inadequacy of this routine, Table 17 has been prepared to show the factor

scores of ten school districts froM which researchers frequently solicit cooperation. Clearly

this set of s4;hods is not a representative sample, especially with respect to the first two

factors, Numerical Size and Organizational Complexity. If teachers from these often

researched districts had been interviewed in the study of viewpoints on the facilitation of

learning, and if differences in viewpoints were correlated with Numerical Size or Organi-

zational Complexity, important regions of the content domain might have been missed.

Demonstration of the power of the staged stratified random teother selection pro-

cess in permeating the content domain was not accomplished by Miller et al .,_ (1967)

due to the great difficulty in quantifying the qualities of the content areas. The selection

process was based on substantive assumptions concerning teacher experience and district

characteristics. The selection process was intended to provide maximum variance in the

sample leading to permeating the content domain; in that sense the sample was intended

to be representative, for effort was made to ensure that as many different viewpoints as

possible would be presented.
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TABLE 17

Factor Scores and Summary Statistics
for a Sample of Often-Researched Districts

District Pattern Factor One Factor Two Factor Three Factor Four..-----.
A +++ -+ ,0.92 1.32 0.32 0.63

B +++ - + 1.42 2.93 0.84 -0.20
C ++- ++ 0.09 1.87 -0.68 0.15

D ++ + -- 1.39 1.14 0.16 -1.36
E ++--+ 5.55 1.36 -0.76 -0.37
F +-+-+ 23.03 -2.04 0.57 -0.64
0 ++--- 1.28 1.72 -0.26 -0.89
H ++--- 4.40 . 0.52 -0.47 -2.30
1 + + - -- 0.50*. 2.15 -1.38 -0.88
J - + - - - -0.10 1.26 -0.87 -0.22

Highest Value 23.03

Lowest Value -0.10
Mean Value 3.80

2..93

-2.04
1.22

0.84

-1.38
-0.25

0.15

- 2.30

- 0.73

Factor Five

0.47

2.97

0.80

- 1.34

0.35

-0.11

-0.56

- 1.78

-0.84

- 0.85

2.97

- 1.78

-0.09
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APPENDIX A

This appendix contain the results of a correlational analysis which was

designed to indicate special c racteristics of districts with missing data. The

initiai 31 by 632 data matrix was temporarily redefined by changing the recordings

of the first 12 variables to special dummy variables. The dummy variables have

been called "non-missingness" variables, since they were computed to be "1" for

entries which were not missing (in the original data) and "0" for those that were.

Based on the redefined data matrix, means, standard deviations, and cor-

relations were computed. The means and standard deviations are presented in

Appendix A. 1. The correlations are presented in Appendix A. 2.

Of special interest are the means of the first 12 dummy variables, since they

are the proportions of non -missing data. Also the upper left 12 by 12 portion of the

correlation matrix indicates the predominance of Type A missing data. And the upper

right 12 by 19 portion indicates the special characteristics of the districts with no

missing data.

This appendix is explained and interpreted in Section II.B.



Appendix A. 1. MEANS AND STANDARD DEVIATIONS

MEANS STANDARD DEVIATIONS

1 0.993671 1 0.079304
2 0.995253 2 0.068734
3 1.000000 3 0.0000004 1.000000 4 0.000000
5 1.000000 5 0.0000006 1.000000 6 0.000000
7 0.852848 7 0.354257
8 0.856013 8 0.3510779 0.857595 9 0.34946510 0.857595 10 0.34946511 0.857595 11 0.34946512 0.857595 12 0.34946513 1.797468 13 0.40188614 1.444620 14 0.49692415 1.746835 15 0.954249

16 487.558544 16 2060.79767317 797.996835 17 3224.220010
18 28.627532 18 101.93933019 6.174051 19 36.86012920 17.740506 20 55.195788
21 2.155063 21 3.21409222 3.465190 22 20.1'5403123 0.670886 23 L. 66000224 0.460443 24 0.93203525 3.213608 25 7.20782826 33727812.816406 26 157630550.39062527 32552.498190 27 28658.98310828 199.202534 28 158.49781829 20.849323 29 4.19826130 9.517363 30 7.386481
31 5380376.963135 31 5501990.301147



A
pp

en
di

x 
A

. 2
.

C
O

R
R

E
LA

T
I O

N
S

: R
n

1
2

3
4

5
6

7
8

9
10

11
12

13
14

15
16

17
18

19
20

21
22

23
24

25
26

27
28

29
30

31

1
10

0
28

-0
-0

-0
-0

19
19

14
14

14
14

-4
-9

-1
0

2
2

2
1

3
5

1
-0

2
4

2
1

9
-6

9
7

2
28

10
0

0
0

0
0

17
17

10
10

10
10

-3
-8

-9
2

2
2

1
2

5
1

0
1

3
1

-1
2

8
8

8
5

3
-0

0
0

0
0

0
0

-0
0

0
0

0
-0

0
-0

0
0

-0
0

-0
-0

-0
0

-0
0

0
0

-0
0

-0
0

4
--

0
0

0
0

0
0

0
-0

0
0

0
0

-0
0

-0
0

0
-0

0
-0

-0
-0

0
-0

0
0

0
-0

0
-0

0

5
-0

0
0

0
0

0
0

-0
0

0
0

0
-0

0
-0

0
0

-0
0

-0
-0

-0
0

-0
0

0
0

-0
0

-0
0

6
-0

0
0

0
0

0
0

-0
0

0
0

0
-0

0
-0

G
0

--
0

0
-0

-0
-0

0
-0

0
0

0
-0

0
-0

0

7
19

17
0

0
0

0
10

0
99

98
98

98
98

-2
1

-4
6

-5
5

10
10

1.
1

7
13

27
7

-6
16

19
8

-3
0

47
10

47
33

8
19

17
-0

-0
-0

-0
99

10
0

99
99

99
99

-2
1

-4
6

-5
4

1.
0

10
11

7
13

27
7

-6
16

18
8

-3
1

46
10

47
33

9
14

16
0

0
0

0
98

99
10

0
10

0
10

0
10

0
-2

1
-4

6
-5

4
10

10
11

7
13

26
7

-6
17

18
8

-3
1

46
10

47
32

10
14

10
0

0
0

0
98

99
10

0
10

0
10

0
10

0
-2

1
-4

6
-5

4
10

10
11

7
13

26
7

-6
17

18
8

-3
1

46
10

47
32

11
14

10
0

0
0

0
98

99
10

0
10

0
10

0
10

0
-2

1
-4

6
-5

4
10

10
11

7
13

26
7

-6
17

18
8

-3
1

46
10

47
32

12
14

10
0

0
0

0
98

99
10

0
10

0
10

0
10

0
-2

1
-4

6
-5

4
10

10
11

7
13

26
7

-6
17

18
8

-3
1

46
10

47
32

13
-4

-3
-0

-0
-0

-0
-2

1
-2

1
-2

1
-2

1
-2

1
- 

21
10

0
44

39
-3

1
-2

6
-2

8
-2

9
-3

3
-4

4
-2

2
-1

8
-1

6
-3

8
-2

5
15

-3
8

-1
1

-3
5

-2
7

14
-9

-8
0

0
0

0
-4

6
-4

6
-4

6
-4

6
-4

6
- 

46
44

10
0

77
-2

0
-1

7
-1

9
-1

4
-2

8
-3

4
-1

3
-1

9
-2

6
-3

1
-1

4
47

-4
4

-1
-4

4
-7

15
-1

0
-9

-0
-0

-0
-0

-5
5

-5
4

-5
4

-5
4

-5
4

- 
54

39
77

10
0

-1
8

-1
7

-2
0

-1
3

-2
4

-4
3

-1
3

-1
2

-1
8

-2
9

-1
4

43
-6

4
-2

-6
6

-3
8

16
 '

2
2

0
0

0
0

10
10

10
10

10
10

-3
1

-2
0

-1
8

10
0

99
99

98
99

48
98

0
5

98
99

-6
38

8
34

32

17
2

2
0

0
0

0
10

10
10

10
10

10
-2

6
-1

7
-1

7
99

10
0

99
96

98
45

99
-1

4
97

99
-5

37
8

33
32

18
2

2
-0

-0
-0

-0
11

11
11

11
11

11
-2

8
-1

9
-2

0
99

99
10

0
96

98
48

97
-1

4
97

99
-6

41
8

37
36

19
1.

1
0

0
0

0
7

7
7

7
7

7
-2

9
-1

4
-1

3
98

96
96

10
0

94
46

95
-2

1
95

96
-2

35
7

31
32

20
3

2
-0

-0
-0

-0
13

13
13

1J
.

13
13

-3
3

-2
8

-2
4

99
98

98
94

10
0

49
97

2
8

97
98

-9
42

8
38

32

21
5

5
-0

-0
-0

-0
27

27
26

26
26

26
-4

4
-3

4
-4

3
48

45
48

46
49

10
0

38
-0

14
57

43
-1

5
48

1
48

38
22

1
1

-0
-0

-0
-0

7
7

7
7

7
7

-2
2

-1
3

-1
3

98
99

97
95

97
38

10
0

-1
1

94
99

-3
31

6
28

28
23

-0
0

0
0

0
0

-6
-6

-6
-6

-6
-6

-1
8

-1
9

-1
2

0
-1

-1
-2

2
-0

-1
10

0
26

1
-2

-6
-2

1
5

-2
2

-2
2

24
2

1
-0

-0
-0

-0
16

16
17

17
17

17
-1

6
-2

6
-1

8
5

4
4

1
8

14
1

26
10

0
9

1
-1

4
-1

1
6

-1
3

-1
7

25
4

3
0

0
0

0
19

18
18

18
18

18
-3

8
-3

1
-2

9
98

97
97

95
97

57
94

1
9

10
0

95
-1

2
43

9
39

33
26

2
1

0
0

0
0

3
8

8
8

8
8

-2
5

-1
4

-1
4

99
99

99
96

98
43

99
-2

1
95

10
0

-2
36

7
32

35

27
1

-1
2

0
0

0
0

-3
0

-3
1

-3
1

-3
1

-3
1

- 
31

15
47

43
-6

-5
-6

-2
-9

-1
5

-3
-8

-1
4

-1
2

-2
10

0
-2

4
-2

5
-2

3
15

28
9

8
-0

-0
-0

-0
47

46
46

46
46

46
-3

8
-4

4
-5

4
38

37
41

35
42

48
31

-2
1

-1
1

43
36

-2
4

10
0

14
98

79
29

-6
8

0
0

0
0

10
10

10
10

10
10

-1
1

-2
8

8
8

7
8

1
6

5
6

9
7

-2
5

14
10

0
2

7

30
9

8
-0

-0
-0

-0
47

47
47

47
47

47
-3

5
-4

4
-6

6
34

33
37

31
38

48
28

-2
2

-1
3

39
32

-2
3

98
2

10
0

79
31

7
5

n
0

0
0

33
33

32
32

32
32

-2
7

-7
-3

8
32

32
36

32
32

38
28

-2
2

-1
7

33
35

15
79

7
79

10
0



108

APPENDIX B

This appendix contains the results of a correlational analysis of a special

kind. The computations were based on the initial data matrix, and thu results
ti

served as criteria for the adequacy of replacements for missing data. Because some

of tie data items in the initial data matrix were missing, standard correlational

techniques could not be applied. Instead, for each coefficient (mean, standard

deviation, or correlation), all non-missing data.availab!e for computing the coefficient

were used. Thus different numbers of districts are involved in the calculations of the

different coefficients. And the results use the maximum amount possible of the in-

formation in the initial data matrix.

Annan, B 1 ie ^ -f counts of districts. For each pu--it or variablesB.

the entry equals the number of districts for which neither of the variables was missing.

Each diagonal entry equals the number of districts for which the corresponding variable

was not missing. Appendix B. 2 presents the means and standard deviations of the

variables in the initial data matrix; each mean and standard deviation is based on a

variable's values in all districts for which that variable was not missing. Appendix

B. 3 is the correlation matrix of the variables; each correlation coefficient is based on

ail districts for which rieither of the correlates voi As missing.

This appendix is discussed and interpreted in Section 11.C.

1.11.11114,0101,11,11
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Appendix B. 2. MEANS AND STANDARD DEVIATIONS

MEANS STANDARD DEVIATIONS

1

2

3

5.549394
3.138771

5012.482243

1

2
3

1. 7463 99
U. 7060 45

839. 0140 15
4 47. 416935 4 30. 421660
5 113. 412368 5 53. 5078 13
6 1.632026 6 2. 2874 43
7 1. 941661 7 0. 767724
8 - 0.792777 8 0. 8385 3 3

9 12.839001 9 1. 4279 74
10 7.530149 10 1. 405401
11. 8.914971 11 1. 11775
12 -1.673442 12 1. 8028
13 1.797468 13 0. 4018
14 1. 444620 14 0. 4969...

15 1.746835 15 0. 9542 49
16 487. 558544 16 2 060. 7976 73
17 797.996835 17 3 224. 2200 10
18 28.827532 18 101. 9393 30
19 6.174051 19 36. 860129
20 17. 740506 20 55. 1957°8
21 2.155063 21 3. 2.140 2
22 3.465190 22 20. 7540 31
23 0.670886 23 1. 660002
24 0.460443 24 0. 9320 35
25 3.213608 25 7. 2078 28
26 33727812.816406 26 15 7630550. 402344
27 32552. 4981 93 27 28 658. 983093
28 199.202534 28 158. 49 78 18

29 20.849323 29 4.198261
30 9. 51 7363 30 7. 386481
31 5380376.962402 31 5501990.3012 70

110
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APPENDIX C

This appendix contains the results of a correlational analysis which was

performed as a necessary prerequisite for the regression analysis, which in turn

wals necessary for replaaIng the missing data. This analysis was based on the initial

data matrix. However, before input to the analysis, the initial data matrix was

temporarily modified by omitting from it the entries for all the districts for which

there were any missing data. This reduced the dimensions of the initial data matrix

from 31 by 632 to 31 by 539. The reduced data matrix had no missing entries, so it

could be analyzed according to ordinary correlational techniques.

In Appendix C. 1 appear the Awns and standard deviations of the 31 variables,

based on the 539 districts with no missing data. In Appendix C. 2 appear the correla-

tions of the variables.

Because districts have been omitted, this correlation matrix differs from the

maximum information correlation matrix, Appendix B. 3. But since all the 'oefficients

in this matrix are based on the same districts, unlike those of the maximum information

correlation matrix, regression analysis could proceed from them.

This appendix is discussed and interpreted in Section 11.B.
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Appendix C. 1. MEANS AND STANDARD DEVIATIONS

MEANS STANDARD DEVIATIONS

1 5.816363 1 1.386845
2 3.263983 2 0.582853
3 5173.263965 3 772.474792
4 51.238409 4 28.063402
5 116.700587 5 43.862761
6 0.7484q8 6 0.831027
7 1.941661 7 0.767724
8 -0.784994 8 0.830277
9 12.862589 9 1.370490

10 7.544315 10 1.383897
11 8.918223 11 1.111709
12 -1.659862 12 1.798665
13 1.762523 13 0.425537
14 1.348794 14 0.476589
15 1.530612 15 0.866020
16 571.682746 16 2220.711595
17 932.012987 17 3473.788151
18 33.623377 18 109.673648
19 7.239332 19 39.816884
20 20.801484 20 59.233129
21 2.513915 21 3.350476
22 4.063080 22 22.419175
23 0.632653 23 1.790132
24 0.521336 24 0.988341
25 3.768089 25 7.669907
26 39371783.858398 26 180919462.738281
27 28936.453205 27 22163.118453
28 229.901673 28 151.78917;7
29 21.026479 29 3.188124
30 10.968411 30 7.046192
31 6133231.986572 31 5616370.680664
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APPENDIX D

This appendix presents the results of the regression analysis which provided

folmulas for replacing missing data. The regression analysis was computed from the

correlation matrix which appears as Appendix C. 2 and which is based on districts

with no missing data. Regression analysis requires a complete data matrix.

The analysis yielded the normal beta coefficients presented in Appendix D. 1.

Each row in the 12 by 19 array gives the normal beta coefficients for the 19 variables

.115

13 through 31 in predicting one of the twelve variables 1 through 12. The coefficients

are least-squares best sets for the reduced sample of districts which had no missing data.

After each row appears the squared multiple correlation coefficient of the prediction- -

that is, the proportion of the variance of the variable (1 through 12) which is pre-

dictable from the 19 variables (13 through 31).

The formulas based on the beta coefficients were used in computing replace-

ment values for the districts with missing data.

This appendix and its application are explained in Secion II .B.
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APPENDIX E

This appendix presents the final correlational analysis on the input data.

The analysis is based an the complete data matrix with regression estimates substituted

for missing data.

In Appendix E. 1 appear the means and standard deviations of the variables,

and in Appendix E. 2 appears the matrix of variable intercorrelations.

The correlation matrix, R, given in Appendix E. 2, served as input to the

factorization procedures.

This appendix Is further discussed in Section II. B.



Appendix E. 1. MEANS AND STANDARD DEVIATIONS

MEANS STANDARD DEVIATIONS

1 5.544972 1 1.741822
2 3.135900 2 0.705652
3 5012.482243 3 839.014015
4 47.416935 4 30.421660
5 113.412368 5 53.507813
6 1.632026 6 2.287443
7 1.879863 7 0.735184
8 -0.791359 8 0.795903
9 12.654994 9 1.414085

10 7.313257 10 1.409000
11 8.782369 11 1.089274
12 -1.760688 12 1.685647
13 1.797468 13 0.401886
14 1.444620 14 0-496924
15 1.746835 15 0.954249
16 487.558544 16 2060.797673
17 797.996835 17 3224.220010
18 28.827532 18 101.939330
19 6.174051 19 36.860129
20 17.740506 20 55.195788
21 2.155063 21 3.214092
22 3.465190 22 20.754031
23 0.670886 23 1.660062
24 0.460443 24 0.932035
25 3.213608 25 7.207828
26 33727812.816406 26 157630550.390625
27 32552.498190 27 28658.983108
28 199.202534 28 158.497818
29 20.849323 29 4.198261
30 9.517363 30 7.386481
31 5380376.963135 31 5501990.301147
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APPENDIX F

This appendix presents the outputs from a factorization of the correlation

matrix, R, given in Appendix E. 2. The factorization scheme is that of principal

components.

in Appendix F. 1 are given the complete set of latent roots of the correlation

matrix; they are considered to be the diagonal entries of the diagonal matrix M2.
The corresponding latent vectors of R are given as the columns of Appendix F. 2;

this matrix is denoted Q. The factor matrix for the principal components is given in
Appendix F. 3. It was computed according to the formula: Fr = QM. In the appendix
the factor matrix is bordered by row and column sums of squares. The row sums of squares

are uniformly 1.0 because all the variance of each variable is accounted for in the
factors. The column sums of squares are the factor variances, and are additive since
the factors are uncorrelated. Note that the column sums of squares are equal to the

corresponding latent roots, given in Appendix F. 1, and are arranged in order_of de-

creasing magnitude.

This appendix is further discussed in Section II. C.
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Appendix F. I. LATENT ROOTS OF R: M2

1 10.599676
2 5.491264
3 2.596522
4 1.734891
5 1.613978
6 1.137623

0.982707
8 0.796910
9 0.731679

10 0.671310
11 0.620614
12 0.542390
13 0.513268
14 0.475593
15 0.435506
16 0.369534
17 0.352517
18 0.295970
19 0.277043
20 0.239874
21 0.160089
22 0.129978
23 0.105080
24 0.062545
25 0.023133
26 0.016350
27 0.009915
28 0.008315
29 0.004258
30 0.000893
31 0.000572
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The principal component factorization of the correlation matrix R was given in

Appendix F. The factor matrix presented there provided the basis for deriving the
ti

normal varimax orthogoAal factorization of R.

The factor matrix Fr given in Appendix F. 3 was subjected to the normal vari-

max orthogonal rotation procedure, and the matrix F
r

T
r

was derived, where Tr is an

orthonormal matrix and is presented in Appendix G. 1. The matrix F r
Tr

is the rotated

component factor matrix, and is presented as Appendix G. 2. The rows and columns

are bordered by row and column sums of squares. The row sums of squares are uniformly

1.0, because the factors account for all the varlcnce in each variable. The column:

sums of squares are the factor variances and are additive since the factors are uncor-

related. Note that the factors have been arranged in order of decreasing variance.

Because the factor scores for the rotated component factors were to be computed, the

rotated component factor weight matrix, QM-1 T, was computed. This matrix is given

in Appendix G. 3. The columns have been normalized and give the normal weights for

computing the factor scores from the original variables.

This appendix is further discussed in Section !I. C.
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APPENDIX H

An image analysis was performed on the correlation matrix R given in Appendix

E.Q. In image analysitt,,each original variable is conceptually partitioned into two

parts: the image variable, which is the original variable as predicted in linear regression

by the other original variables; and the anti-image variable, which is the regression

residual. The analysis then proceeds on the basis of the image variables.

In Appendix H. 1 are presented the variances of the anti-image variables. These

are considered to be the diagonal entries in the diagonal matrix S2 , and each is the

proportion of the variance of an original variable which is not predictable from the other

original variables. In Appendix H. 2 is given the matrix transformation, I - R -1
S2,

from original to image variables. Each column corresponds to an image variable and gives

the linear equation for computing the image variable from tne original variables. The

columns In the appendix have been normalized. In Appendix H. 3 is given the Correlation

matrix, SR -1 5, of the anti-image variables.

The anti-image variables are approximations to the unique factors in pure

factor analysis, and so they are expected to be essentially uncorrelated.

This appendix is further explained in Section 11. C.
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Appendix H. I. VARIANCES OF ANTI-IMAGE VARIABLES: S2

1 0.477839
2 0.351161
3 0.292145
4 0.294976
5 0.377501
6 0.368327
7 0.629175
8 0.620136
9 0.456239

10 0.234209
11 0.401067
12 0.600189
13 0.523727
14 0.190296
15 0.187413
16 0.000828
17 0.001197
18 0.003468
19 0.006127
20 0.003283
21 0.308779
22 0.004168
23 0.636060
24 0.667299
25 0.014584
26 0.005915
27 0.431822
28 0.012577
29 00462151
30 00012060
31 0.111527
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APPENDIX I

The image covariance matrix, G, was factored according to the Harris

factorization scheme. The matrix G is not given here, but it equals R-2S 2
+

S
2

F
-1

S
2

The Harris factorization begins with the determination of the Harris roots of

R, which equal the latent roots of S -1 RS-1. They are given as Appendix I. 1, and

are considered to be the diagonal entries of the diagonal matrix Br 2.
The corresponding

Harris roots of G, which equal the latent roots of S -1
GS-1, are B

2=
(B r2 -1)23r-2

and are also givers in the Appendix I. 1. The Harris vectors of R and G, which equal

the latent vectors of S-1 RS-1 and S -1 -1
GS , form the columns of the matrix X, which

is presented in Appendix I. 2..' The Harris factors of G are given in Appendix I. 3,

which is computed as F = SXB and is called the unrotated image factor matrix. In the

appendix the rows and column are bordered by row and column sums of squares. The

row sums of squares are the image variable variances, and the column sums of squares

are the image variances of the factors. The order of the factors follows the order of the

Harris roots.

The appendix is further discussed in Section II. C.

r.



Appendix I. 1. HARRIS ROOTS OF R AND G: Br2 and B92

133

B2
2

--9-_
1 3261.584970 I 3259.585277
2 156.135910 2 154.142315
3 18.912700 3 16.965574
4 15.477748 4 13.542357
5 8.479642 5 6.597571
6 6.500032 6 4.553877
7 4.949156 7 3.151210
8 3.825505 8 2.086908
9 3.161966 9 1.478225

10 2.602987 10 0.987161
11 2.335022 11 0.763283
12 2.009707 12 0.507292
13 1.752313 13 0.322987
14 1.589986 14 0.218922
15 1.1./21496 15 0.078214
16 1.267657 16 0.056514
17 1.221154 17 0.040052
18 1.1.04365 18 0.009863
19 0.953511 19 0.002267
20 0.891548 20 0.013193
21 0.845286 21 0.028317
22 0.802138 22 0.048806
23 0.762615 23 0.073892
24 0.738060 24 0.092964
25 0.650423 25 0.187884
26 0.594352 26 0.276857
27 C. 538834 27 0.394692
28 0.432827 28 0.743218
29 0.416901 29 0.815550
30 0.312838 30 1.509379
31 0.263364 31 2.060393
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APPENDIX J

The unrotated image factor matrix was given in Appendix I. 3. It pro-

vicied the basis for finditig the normal varimax orthogonal factorization of the image

covariance matrix G.

The normal varimax orthogonal rotation procedure was applied to F , given

in Appendix I. 3, and the matrix F T
9

was derived, where T is an orthonormal matrix,
g

and is presented in Appendix J. 1. The matrix F
9
I

9
is the rotated image factor matrix,

and is presented in Appendix J. 2. In the appendix, the rows and columns are bordered

by row and column sums of squares. The row sums of squares are the variances of the

image variables. The column sums of squares are the rotated image factor variances.

Note that the factors have been arranged in order of decreasing image variance. The

requirement for securing factor scores necessitated the computation of the rotated image

factor weight matrix. It was computed as S-1 XBr Tg I. In Appendix J. 3, each column

gives the normalized weights for the original variables in computing the factor score.

This appendix is discussed further in Section II. C.
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APPENDIX

140

In order to facilitate comparison of the rotated component and the rotated

image factor structures, the matrix of crosscorrelations between the rotated image and

the rotated component factor scores was computed.

In Appendix K. 1 is given the matrix of crosscorrelations. The columns

correspond to the rotated image factors and the rows correspond to the rotated component

factors. The crosscorrelation matrix was computed as T 'M -1 -1 -1
Q ' RS XB Tr . r g

This appendix is discussed further in Section 11. C.
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APPENDIX L

This appendix allows comparisons across strata of different values for
selected characteristics. The list of characteristics and the associated statewide
mans are given on the fold-out tab. The strata were formed by first separating each
of five rotated image factor score distributions at the median, and then identifying
all the districts which were members of each of the 32 unique combinations of above-
the-median (+) and below-the-median (-) for the set of five rotated image factor scores.
The procedure for forming strata is more fully deicribed in Section. II. D.

The appendix is divided into four pages, and eight strata are described on
each page. Each column gives the selected values for one of the strata. The pattern
of (+) and (-) at the head of the column identifies the stratum. The next four numbers
give the size of that stratum and the portion of the districts therein which fall into
certain WSDPI classifications. The rest of the entries in the column are stratum averages,
takers over all the districts in the stratum, for the selected characteristics.

This appendix is discussed and interpreted in Section III. B.
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100.0 86.4
16.7 100.0
16.7 95.5

139.2 613.3

100.6 399.6
38.6 213.6

6.7 30.5

3.9 14.3
2.1 13.4
0.7 2.9

1.8 4.6

1.3 2.0
0.5 2.6

6,227.8 8,872.7

75.9 133.6
20.7 20.1
3.7 6.7

44.8 14.5
3,397.0 1,932.7

Appendix L

Summary Measures for Stratum Characterization
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7 20 11 7 45 21 21 21

100.0 I% 85.0 90.9 100.0 95.6 95.2 100.0 100.
14.3 100.0 9.1 14.3 11.1 57.1 0.0 12.
14.3 95.0 9.1 0.0 8.9 52.4 0.0 6.

97.9 884.3 10,963.6 74.8 181.5 417.6 ,44.3 100.

48.9 564.9 6,770.4 53.6 118.4 279.7 44.3 81.
49.0 319.4 4,193.3 21.0 63.1 138.0 0.0 18.

5.3 41.8 432.5 4.3 8.3 Al2. 2.9 5.,

2.0 20.9 203.6 2.6 4.6 10.8 2.2 3.
2.7 17.1 181.7 . 1.3 3.0 7.8 0.0 1.'
0.6 3.8 47.2 0.4 0.7 1.6 0.1 0.t

2.1 7.0 14.5 1.3 2.6 3.9 1.0 1.,

2.0 3.0 0.6 0.7 2.1 2.2 0.7 0.t
0.1 4.0 13.9 0.6 0.5 1.7 0.3 0.-

3,314.3 12,425.0 352,209.1 2,028.6 4,197.8 6,276.2 2,019.0 1, 928.

45.7 127.2 753.8 58.0 70.4 108.3 44.3 8.0.(
18.5 21.2 25.3 .17.4 21.9 20.8 15.5 19.'4
2.5 6.0 29.7 3.3 3.2 5.2 2.9 4.:

33.9 14.1 32.1 27.2 23.1 15.0 45.5 19.::
1,546.7 1,787.8 24,214.4 1,577.8 1,628.4 1,627.2 2,019.0 1,542.!
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18 22 35 20 7 29 9

100.0 86.4 100.0 95.0 100.0 85.7 100.0 100.0
16.7 100.0 2.9 100.0 0.0 100.0 0.0 33.3
16.7 95.5 5.7 45.0 8.3 85.7 0.0 22.2

139.2 613.3 105.2 372.7 82.5 624.3 109.6 189,0

100.6 399.6 103.7 239.9 82.5 424.6 109.6 149.6
38.6 213.6 1.5 132.9 0.0 199.7 0.0 39.4

6.7 30.5 5.4 19.8 3.3 29.0 4.5 0 '3I::

3.9 14.3 4.1 8.5 2.8 13.7 4.3 5.7
2.1 13.4 0.3 9.0 0.0 11.3 0.0 2.8
0.7 2.9 1.1 2.3 0.4 4.0 0.2 0.9

1.8 4.6 1.1 2.9 1.4 4.1 1.0 1.3

1.3 2.0 0.2 0.2 1.1 2.0 0.1 0.1

0.5 2.6 0.9 2.2 0.3 2.1 0.9 1.2

6,227.8 8,872.7 4,711.4 6,285.0 3,875.0 9,685.7 4,520.7 3,811.1

75.9
20.7

133.6
nn
AV. 1

99.5
rt17.'1

128.5
e10.7

58.2
9.4

150.7
1

L
n r
I.J

109.6
24.3

141.8_

3.7 6.7 5.1 6.8 2.3 7.0 4.5 7.0
AV,.8 14.5 44.8 16.9 47.0 15.5 41.3 20.2

3,397.0 1,932.7 4,456.8 2,167.2 2,735.3 2,337.9 4,520.7 2,858.3
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IN=
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Factor One - Numerical Size
Factor Two - Organizational Complexity
Factor Three - Teacher Experience
Factor Four - School Unit Size
Factor Five - Economic Power

29 9 Number of Districts

100.0 100.0 Percent with county-based administration
0.0 33.3 Percent which have high schools
0.0 22.2 Percent which receive integrated aid

109.6 189.0 Total Enrollment Per District

109.6 149.6 Elementary enrollment per district
0.0 3/.4 Secondary enrollment per district

A-r 9.3 Total Staff Per District

4.3 5.7 Elementary teachers per district
0.0 2.8 Secondary teachers per district
0.2 0.9 Other professionals per district

1.0 1.3 Number of Schools Per District

0.1 0.1 Schools per district with only one or two rooms
0.9 1.2 Schools per district with three or more rooms

4,520.7 3,811.1 Equalized Valuation Per District

109.6 141.8 Students per school in the stratum
24.3 20.3 Students per staff in the stratum
4.5 7.0 Staff per school in the stratum

41.3 20.2 Valuation per student in the stratum
4,520.7 2,858.3 Valuation per school in the stratum*

* (Dollars x 1000)

STATEW IDE
CHARACTERISTICS

632

79.7
55.5
61.3

1285.6

798.0
487.6

58.4

28.8
23.9
5.7

4.3

3.0

33,727.8

9969
22.0
13.4
26.2

7,762.6



APPENDIX M

This appendix contains the full descriptions of the input variables.

The variables are named and numbered to correspond with the list of input variables

given in Table 7.

The definitions and sources of the data represented by the variables are

detailed in Section II. A:
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APPENDIX M

Names and Descriptions of Initial Input Variables

Variable 1: Mean Credential

Elementary school teachers hold different kinds of teaching credentials. Ten kinds

of credentials are recognized in Wisconsin, and for this study they were given preference
ratings according to WSDPI criteria: the highest ratings corresponded to the highest numeric

codes. These are the kinds of credentials and their numeri c codes:

Code Kind of Teaching Credential

0 1 year special license

1 1 year permit

2 2 year license

3 year lict.-nse

4 5 year term certificate

5 4 year term certificate

6 3 year term certificate

7 2 year term certificate

8 1 year license

9 life certificate

For a district, Variable 1, Mean Credential, is the arithmetic mean of the ratings of all the

full-time elementary teachers in that district.

Variable 2: Mean Degree

Elementary school teachers differ with respect to the academic degrees which they

have earned. The WSDPI records the highest academic degree held by a teacher, and for
this study the degrees were given preference ratings according to WSDPI criteria: the

highest ratings corresponded to the highest numeric codes. These are the degrees, together

with their numeric codes:

148
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Code Kind of Academic Degree

1

2

3

4

5

6

7

0

less than 2 years (no diploma)

2 years (diploma)

3 years

Bachelor's

Master's

6 years

Doctor's

other

For a district, Variable 2, Mean Degree, is the arithmetic mean of the numeric codes of

all full-time elementary teachers in that district..

Variable 3: Mean Salary

TI - Vt.KrIP! records the salcuy, in dollars per school year, of each teacher o,. Wisf.;wilzin.

Variable 3 for a district is the arithmetic mean of the salaries of all the full-time elementary

teachers in that district.

Variable 4: Mean Local Experience

The WSDPI records the teaching experience, in months, of each teacher in Wisconsin

The record is given for both local experience and total experience. Local experience is given

by the total number of months a teacher has been teaching in the district where he is currently

employed. For a district, Variable 4 is the arithmetic mean of the total months of local

teaching experience of all the full-time elementary teachers in that district.

Variable 5: Mean Total Experience

This variable for a district is the arithmetic mean of the total number of months of

teaching experience, both local and elsewhere, or all the full-time elementary teachers

in that district.

Variable 6: Mean. Grade Spread

A teacher might be responsible for a classroom group which includes students from
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several grades; for instance, some of his students may be in grade 2, some in grade 3,
and some in grade 4. Another teacher might have only fifth grade students in a self-
contained classroom. Variable 6 reflects the spread or range of grades of the students
for which a teacher is responsible. A teacher whose students are all at the some grade
level will be assigned a score of "1". If the students are from two grade levels, a score
of "2" will be assigned. If a teacher has students in Grades 2 through 4, the Grade
Spread Score is "3". For a district, then, this variable is the arithmetic mean of the
grade spread scores for atl the full-time elementary teachers in that district.

Variable 7: Log-Variance Credential

This variable for a district is the logarithm, base e, of the variance of the credential
codes (see Variable 1) of all the full-time elementary teachers in a district.

Variable 8: Log-Variance Degree

This variable for a district is the logarithm, base e , of the variance of the degree
code scores (see Variable 2) of all the full-time elementary teachers in that district.

Variable 9: Log-Variance Salary

This variable for a district is the logarithm, base e, of the variance of the salaries
in dollars (see Variable 3) of all the full-time elementary teachers in that district.

Variable 10: Log-Variance Local Experience

This variable for a district is the logarithm, base e , of the variance of the years
of local teaching experience (see Variable 4) of all the full-time elementary teachers in
that district.

Variable 11: Log-Variance Total Experience

This variable for a district is the logarithm,base e, of the variance of the total
years of teaching experience (see Variable 5) of all the full-time elementary teachers in
that district.
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Variable 12: Log-Variance Grade S read

This variable for a district is the logarithm,base e , of the variance of the spread
in grades taught (see Variable 6) by all the full-time elementary teachers in that district.

Variable 13: Kind

This variable indicates the general kind of administrative structure un_ler which a
school district operates. 11he WSDPI uses a seven-category coding scheme (See Table 1,
Part II). Each category indicates a slightly different tax base. For research purposes
the WSDPI scheme was reduced to a two-category scheme, wherein a "1" was assigned to
city-based districts, and a "2" to county-based districts. These codes are inverted with

respect to preference ratings assigned by the WSDPI (see Table 1). The lower value corres-
ponds to the higher WSDPI rating.

Variable 14: Scope

This variable designates.whether or not a district has a high school. The variable
is "1" for districts with one or more high schools and "2" for districts with no high schools.
Note that these codes are inverted with respect to preference ratings assigned by the WSDPI
(see Table 1). The lower value corresponds to the higher WSDPI rating.

V4111001% lg. (kss

This variable indicates the level of state aid a district receives. The WSDPI dis-
tributes state aid according to three classifications, each of which has a specific set of
criteria. The three classes of state financial aids are: "Integrated", the class of districts
which receives the highest rate of aid distribution; "Basic with Integrated ", the class which

receives the. second highest rate of aid distribution; and "Basic", the class receiving the
lowest rate of aid. For research purposes, numeric codes were assigned to the three classes

as follows: "1" for Integrated, "2" for Basic with Integrated, and "3" for Basic.

Variable 16: Secondary Enrollment

This variable is the total student enrollment of all the secondary schools in the dis-
trict. It is coded "0" if there is no secondary school in the district.



Variable 17: Elementary Enrollment

This variable is the total student enrollment of all the elementary schools in the
district. Since only districts with some elementary students were included in this study,
the variable is always greater than zero.

Variable 18: Number of Elementary Teachers

This variable for d district is its total number of all full-time elementary school
teachers.

Variable 19: Number of Junior High School Teachers

This variable for a district is its total number of all junior high school teachers.
Included are teachers who teach some elementary students, as well as some junior high.

Variable 20: Number of High School Teachers

This variable is the total number of all high school teachers in a district. Also in-
cluded are teachers who teach some elementary or junior high grades, as well as some high
school.

Variable 21: Number of Other Teachers

This variable for a district is the total number of all teachers in the district who
have not been counted in Variables 18, 19, or 20. Included are part-time teachers, and
administrators who teach.

Variable 22: Number of Other Professionals

This variable for a district is the total number of all professional staff in the district
who were not counted in variables 18, 19, 20, or 21. Included are those professional
employees with no teaching duties. Note that the sum of Variables 18 to 22 is the total
number of professional employees in a district.
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Variable 23: Number of One-Room Schools

y. Alleb.

This variable is the total number of schools in a district with only one teacher,

and is, by inference, the number of one-room schools in that district.

Variable 24: Number of Two oom Schools
P1111111011

This variable is the total number of schools in a district with exactly two teachers,

and
s.is,

by inference, the'number of two -room schools in that district.

Variable 25: Number of Three-or-More-Room Schools

This variable for a district is the total number of its schools with three or more

teachers, and is, by inference, the number of three-or-more room schools. Note that the

sum of Variables 23 to 24 is the total number of schools in a district.

Variable 26: Equalized 'Valuation

This variable is the equalized valuation in dollars of a district. It is the standardized

property wealth of a district, as determined by the Wisconsin State Department of Taxation.

The variable affects the distribution of state financial aid to the school district.

Velrinkia 27: Val.leition/Student

This variable is the ratio of the equalized dollar valuation of a district to the number

of students in that district. Note that this variable is equal to the ratio of Variable 26 to

the sum of Variables 16 and 17.

Variable 28: Students/School

This variable is the ratio of the number of students in a district to the number of

schools in that district. Note that this variable is the ratio of sum of Variables 16 and 17

to the sum of Variables 23, 24, and 25.



Variable 29: Students/Staff

This variable is the ratio of the number of students in a district to the number of

professional employees in that district. Note that Variable 29 is the ratio of the sum

of Variables 16 and 17 to the sum of Variables 18 to 22.

Variable 30: Staff/School

This variable is the ratio of the number of professional employees in a district to

the number of schools in that district. Note that Variable 30 is the ratio of the sum of

Variables 18 to 22 to the sum of Variables 23 to 25.

Variable 31: Valuation/School

This variable is the ratio of the equalized dollar valuation of a district to the number

of schools in that district.. Note that this variable is the ratio of Variable 26 to the sum of

Variables 23 to 25.
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