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RESEARCH IN SYNTACTIC ANALYSIS OF RUSSIAN, WHICH WAS
‘CEVELOFEC IN A PROGRAM FOR COMPUTER-AIDED RUSSIAN~-ENGLISH
TRANSLATION, IS CESCRIBED. THE CORFUS CONSISTED OF 15 RUSSIAN
MATHEMATICAL ARTICLES. THE THEORY USEC IS THE "FULCRUM®
AFFROACH OF BUNKER-RAMO, BUT THE COMFUTER IMFLEMENTATION HAS
CEVELOFED ALONG DISTINCT LINES. THREE TYFES OF SYNTACTIC
ROUTINES ARE CESCRIBED IN THE. ORCER OF THEIR
AFFLICATION--BLOCKING ROUTINES, FROFILING, ANC FARSING
(PARSE, HYFERFARSE) . ALTHOUGH THE IMFROVED FARSING ROUTINE,
HYFERFARSE, ANC THE AUXILIARY CICTIONARY USED WITH IT ARE A
FIRST AFFROXIMATION TO SATISFACTORY LANGUAGE TRANSFER,
ACCITIONAL COCING IS NEEDED- FOR IMFROVEDC QUALITY OF
TRANSLATION. (KL)
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~ PREFACE’

There are almost as many approaches to syntactic analysis
as- there are groups.working in the machine fransltation field.
0f these groups, the following have worked on analysis of
Russian syntax: Texas, Berkeley, Harvard, RAND, Georgetown, IBM,
Bunker-Ramo, and Wayne State University. Thsa approaches of
these groups are summarized in the following paragraphs.

Despite the dﬁfférences in theory and method which exist
among the groups, they all have the goal of analyzing the
structure of the Russian sentence in order to effect a transla-

‘tional transformation into English. Once the syntactic analysis

1s accomplished for Russian, semantic features can be brought
into the program for the translation stage.

The technical staff of the Linguistic Research Center at
Texas consists of three main groups. One of these, viz.
Descriptive Linguiétics, functions mainly to provide a des-
cription of the structure of each language to be used in the
translation system. As L.W. Tosh has indicated, "Our approach
to describing language structure is a stratificational one.“]

He goes on to point out that this approach comprises three levels
of analysis - lexical, syntactic, and semantic - and that the level
of greatest interest to the Tinguist is the syntactic, on which
those structural elements which account for number, tense, agree-
ment, and word order are analyzed. 1In discu§sing research pro-
cedures, he mentions that research on language structures is
text—oriented; and althoudgh they use general features of Russian
structure, they proceed from textual occurrences. They select
text that has been translated, using first the Russian alone

for monolingual analysis, and then proceeding to the translation
in order to construct a transfer grammar.

Sydney M., Lamb in his syntactic research at Berkeley, has
been primarily concerned with developing " a system for tactic
aﬁa]ysis in general", i.e. a description of arrangements. He
states that "... the term syntax is traditionally used with
reference to arrangements on the morphemic stratum."2 He specifies
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the form of the syntactic‘description as follows: "The syntax
may be completely described by a Tist of distribution classes
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of items with thé membership of each, and a 1ist of constructions.
A construction is characterized by specification of (1) the

| distribution classes which enter into it and their relative

order, (2) the distribution-class membership of the constitutes."2
{ No- computer implementation of the method has been announced.

; The Harvard group uses the Predictive Syntactic Analysds
Technique. Murray Sherry has written: "The method of predic;
tive syntactic analysis is based on the pfemise that a Russian
sentence can be scanned from left to.right, and that at any
point in this process it is possible both to determine the
syntacti@-structure of the word under consideration on thé

basis of the predictions made during the analysis of the words

to its left, and to predict the syntactic structures which will
be encountered to the right of the current word."3 He points

out further: "Predictions of syntactic structures are stored in

a prediction pool which behaves somewhat like a pushdown store,
a linear array of storage elements in which information is
entered or removed from one end only, in accordance with a
‘Tast-in-first-out' principle. New predictions are always
entered at the top of the prediction pool, and the predicfions
are nested starting at the top of the pool and proceeding down-
ward, The topmost prediction in a pool need not necessarily

be the next prediction to be fu]fi]led."3 It can be seen that
at an intermediate point in the analysis of a sentence, the
pool contains a set of predictions which are generated by the
processihg of the preceding words and which are to be fulfilled
by the remaining words, )

Another well known approach to syntactic analysis is employed
by the RAND group and is based on dependency theory as elaborated
by David G. Hays. This method, which Hays calls "sentence
structure determination", seeks to establish dependency rela-
tionships between text occurrences in the sentence. The analysis
shows the connections among words in a sentence, where certain
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words are said to have other words dependent on them. There are
five areas of dependency: subjective, complementary, adjectival,
modal, and modificational, Hays has stated: ."Dependency theory
is actually a characterization theory, not necessarily associable
with any empirical method or principie. It is a théory of
grammars, with abstract mechanisms for characterizing sets of
utterances and for assigning to them certain Structural descrip-
tions, which will be called D-trees." |

One of the oldest MT research groups, the Georgetown group
USes an approach which is called "General Analysis Technique",
This method, as Michael Zarechnak has written, seeks to perform
the translation operation "... in terms of a machine-programmable
analysis and transfer of successively included constituents in
the sentence."® Their strategy is to perform three levels of
analysis on fhe sentence. On the first level] (morphemic), the
individual word is analyzed; on the second level (syntagmatic),
biocks of adjacent words related in certain Wways are constructed;
on the third level (syntactic) the subject(s) and predicate(s)
of the sentence are located‘and analyzed. The levels are not
self-contained or independent stages; they are segments of the
entire technique. A detailed description of the above procedure
has been provided by R.R. Ma.cdona]d.6

The IBM group presently utilizes a sentence-structure-deter-
mination routine which ", .. attempts to parse source-language
sentences: to recognize their various constituents and assign
them their position within the tree-Tike structure of the
sentence." It is this routine which epitomizes machine trans-
Tation research, and is the only Tinguistic area'qf MT where
there is accommodation to hardware. With respect to their
multipass translation system, it has been stated that the "...
., search routine with its pass structure attempts to make
provision for the recognition of, on the one hand, the consti-
tuent structure of sentencés, and, on the other hand, the points
where sentences are embedded within others...."7
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Paul L. Gar}in has summarized the "fulcrum" approach of
the Bunker-Ramo group, saying that the method "... starts out
with the minimum unit - the morpheme (minimum unit of grama-
tical form) in straight Tinguistic analysis, the typographical
word in language data processing - and considers its gradual
fusion into units of increasingly higher orders of complexity,
called fusci units. A sentence is thus visualized, not as a
simple succession of linear components, but as a compound chain
of fused units of different orders of complexity variously en-
capsulated into éach other. Syntactic analysis, including the
automatic analysis which a machine translation syntax routine
must'perform, then has as its bbjgctive the identification of
this encapsulation of fused units by a ascertaining their
‘boundaries and functions." '

The approach of the Wayne State University group is
identical in theory to that of Bunker-Ramo, although the method
of computer implementation used by the Wayne group has developed
along distinct lines. Certain major aspects of the Wayne

method are elaborated in the paper which follows.
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The following bibliography comprises the documentation

for the aforementioned summaries of research carried out by
the indicated machine translation groups.
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; 1. Sympbsium on the Current Status of Research (Austin, Texas:
E ‘ Linguistic Research Center, University of Texas,
October, 1963).

2. Lamb, Sydney M. "On the Mechanization of Syntactic Analycis,"
Readings in Automatic Language Processing, ed. by
David G. Hays (New York: American Elsevier Publishing
Co. 1966) pp. 149-158.

3. Sherry, Murray .E. "Comprehensive Report on Predictive
Syntactic Analysis," NSF-7, Section I (1961).
For additional background, see also:
Oettinger, Anthony G. Automatic Language Translation,

Cambgidge, Massachusetts: Harvard University,
1960).

4. Hays, David G. Dependency Theory: A Formalism and Some
Observations, (Santa Monica, California: RAND Corp.,
RM-4087-PR, July, 1964).
For additional information, see also:
Hays, David G. and Ziehe, T. W., Russian Sentence-
Structure Determination (Santa Monica,
Ca]igornia: RAND Corporation, RM-2538, April,
1960).. T :
Hays, David G. Grouping and Dependency Theories
" w  (Santa Monica, California: RAND Corporation,
®M 2646, September, 1960).
On the Value of a Dependency Connection
(Santa Monica, California: RAND Corporation,
RM-2712-AFOSR, January, 1961). '

5. Zarechnak, Michael. "Three Levels of Linguistic Analysis 1in
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Computing Machinery, Volume 6, No. 1, January, 1959.
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8. Garvin, Paul L. An Informa] Survey of Modern Linguistics,’
- (American Documentation, Volume 16 No. 4, Oc tober,
- 1965).
. See also:
GarV1n, Paul L. "Syntactic Retr1eva1 " Prcceed1ng§
of the National Symposium on- Mach1ne Trans-
T_t1on, edited by H.P. Edmundson (EngTewood-
|1f§s, New Jersey: Prentice-Hall, Inc.,
1961

Language -and the Computer, edited by
'PILQ)Garvin (New York: McGraw-Hill Book Co.,
1963). 3 |

For a general‘sufvey of activities carried out by various MT
research groups in the area of syntax, see Summary of the
Proceedings. of fhé«Conﬁeréncerof’FedeEélﬂy §pon§ored Machine -
Translation Groups on MTeOr}énted Synfactic Analysis, Machine
Translation Research Group, Wayne State University, 1962. .
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INTRODUCTORY SUMMARY OF
RESEARCH IN MACHINE TRANSLATION CONDUCTED AT
WAYEF STATE UNIVERSITY

This.is a summary of the research whick has been.carrigd
out at Wayne State University in developing computer progiams
to perform syntactic analysis on Russian sentences. This re-
search is an integral part of the effo;t to develop a computer-

-ided procedure wherein high quality translation from Russian
to English is accomp11shed through the interaction of man and
machine.

A corpus of 15 Russian mathematical articles was selected
to provide the raw data for experimentation. Each word in the
corpus was entered into a dictionary, along with certain of its
grammatical properties in coded form, and at least some of its
English translations. Each word was put into at least one of
a possib]e nine syntactically based word classes: nominal, predi-
cative, modifier, infinitive, gerund, - adverb, preposition,
conjunction, declined relative; homographs were put into two,
three, and even four word classes and coded for their properties
in each class. The properties for which each word was coded are
a function of the word class; the first five mentioned are more
densely coded than the last four. The classes where taken from
the Ramo-Wooldridge classification scheme.** The class of
nominals includes nouns, proper names, and personal- pronouns.
The class of predicatives comprises ordinary Qprbs; short form
adjectives and.pwrticip1es, and modals. The class of modifiers -
is made up of adjectives, participles, numerals, and demonstra-

tive pronouns. The class of adverbs contains particles as well - .-

as ordinary adverbs. The class of declined relatives is made
up of those pronouns which can be used to introduce a relative
clause, e.g.: KOTOPH¥, YEA, KAKOIiA.

*A homograph is a word which can be assigned to more than

one word class, e.g. HAAO - 'necessary' - (predicative) and
-'oyer' (prepos1t1on) ‘
*%x

Grammar Code Format and Syntax Flow Charts, an informal
collection of material which appeared around 1959.
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The corpus and the dictionary were punched onto cards,
and were later put on tapes. Programs were written to update
the tapes, as well as to select portions of .the corpus, look
them up in the dictiqnary, and format the ]ooked-ub tapes.so
that they cod]d serve as input to the automatic syntactic
analysis programs which were run on each sentence of the tape.

The syntactic routines used on automatic sentence ana1ysi§
are of three fypes. The first type comprises the blocking

~routines (nominal, prepositional, governing modifier, predicative, .

and gerund) which group immediate constituents of a sentence
into phrases consisting of a2 fulcrum word and its dependents.
The second type comprises the profiling routine which arranges
the sentence constituents into columns according to their
expected syntactic function(s) in the sentence. The third type
(comprising PARSE and HYPERPARSE), using the sentence predi-
cative as fulcrum, determines the actuai syntactic roles of
many of the sentence constituents (all unnested'noﬁinal blocks
and certain unnested prepositional phrases) on the basis of the
predicative's complementation patterns which are stored in an
auxiliary dictionary. ] ’ ,
The syntactic routines are continually being revised to
include improvements brought to light by observing the cutput
of various runs. There will .be a saturation point when
improvements in some areas cause greater difficulties in others.
HYPERPARSE will have to .be extended to include a.greater variety

-of sentence types in its domain of operation, and also to

identify the roles of more of the sentence components. Problems

.0of lexical choice for Russian words which have more than one

English equivalent will have to be handled, and this will
necessitate semantic studies. . '

The writing of the syntactic routines has been greatly
faci]itéted by a system, now known as GAPS, whiqh enables the
Tanguage analyst to write in an interpretive language rather
than in machkine language. '
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The arrival of the .IBM System/360 will necessitate re--
programming of the ent1re Wayne State Un1ver51tv mach1ne
translation system, but it is anticipated that the new system
will operate much -more efficiently both because of techno-
1og1ca1 1mprovements and because of the 1ncorporat1on of
certain valuable hindsights.
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PARSING BY MATRIX*

* ' A
A presentation of this research was made at the Fourth

Annual Meeting of the Association for Machine Translation and
Computational Linguistics, held at the University of California,
Los Angeles, California, August 26-27, 1966.
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The principal problem treated by the Wayne State University
machine translation ‘project since its inception has been Russian
syntax. Syntactic resolution of a sentence is an integral part
of the process of translating that sentence from the language in

_Which it is given to another language. The purpose of performing

syntactic analysis is to discover the structure of any given-sen-
tence, where a sentence is defined as a meaningful sequence of
words (or idioms), formulas; and punctuation marks, containing

at Teast one verb or verb substitute.

The analysis performed .here entails defining various re-
lationships among words and word classes. Routines to seek
pertinent items are then programmed, so that instances of these
relationships can be-recognized in given sentences. In Tlarge
part, this is accomprshed by utilizing the wealth of morpho-
légical information about case, number, and gender inherent in
Russian forms and displayed in the grammar code of the forms.

The initial relationships are implicitly defined in the
various blocking -routines. Each blocking routine is brought

into operation when an item in a certain word class is discovered.

This item is the fulcrum of"the block, and the dependents of this
fulcrum are recognized and included .in the block when they are
adjécent to the fulcrum or separated from it by certain
permissible items.

The broader relationships on the sentence level are
recognized and marked by either of the two parsing routines,
both- of which utilize the fulcrum approack with the bredicatiye
block serving as fulcrum. In these routines, the proximity of
the subsidiary sentence items to the fulcrum is not of importance.
A11 of the candidates for each role which can complement the
fulcrum are lined up in parallel, reduced logically, and selected

.in series.

.
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. *These blocking routines grew out of routines developed
| | on the basis of the fulcrum approach by Paul Garvyin of the

: f Bunker-Ramo Corporation, Canoga Park, California, in Grammar
% f . Code Format and Syntax Flow Charts, an informal collection

| | of material which appeared around 1959,
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Certain elementary relationships, which are diffﬁc&]t to
express explicitly, are'fmp]icit]y defined'by the syntactic
blocking routines designed in the project. There are five
such routines, executed in the following 6rder:

NBR"‘ (nominal blocking routine)

PBR (prepositional blocking routine)

GMBR (governing modifier blocking routine)
VBR (predicative blocking routine)

GBR (gerund blocking routine)

Essentially, each routine first seeks the fulcrum element
(always an item in the word ciass or subclass for which the
routine is named), and, having found it, attempts to include
adjacent items which depend on the fulcrum or on the dependents
of the fulcrum, as well as items connecting the dependents.

Prepositional blocks may contain nested nominal blocks as
well as nested prepositional blocks. Governing modifier bloc"s
and gérund biocks'may contain nested ‘nominal blocks and/of
nested prepositional blocks. Nominal blocks and predicative
blocks have no nested blocks at present. The concept of
nesting may be illustrated in the following example:

‘analggous in our sense to the equality' -, the nominal block (NB)
HAWLEM CMHICNE - ‘oqur sense' - is nested in the prepositional
block (PB) B HAWEM CMHICIE - 'in our sense' -, which -in turn is _
nested in the governing modifier block (GMB) AHAJIOFMYHLI B HAWEM
CMLICNIE PABEHCTBY.

The structure of this governing modifier block may be
i1Tustrated as follows:

i

;n the expression AHAJNOTMYHHIA B HAWEM CMbICNE PABEHCTBY =

NB NB

[ A ,
AHASNIOTMYHBIA B HAWEM CMLICJIE PABEHCTBY

PB

GMB

NESE s e e e
N .
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_ :’fhe'blackingvroutines” as they are presently formulated,
produce blocks ‘composed only of continuous segments of text’
Thg system will eventually have to be expanded, so- that phrases
which are discontinuous (for example, MYCTb X BHMONHAET - ‘let:
X'fgulfi-ﬂ" - and NO3BONAKT, B YACTHOCTM, C OBWENA TOUKM 3PEHUS
OCMBICIUTL - ‘permit, in particuiar, from a general point of
view to interpret' -) can be properly identified.

A description of each of the types of block appears on

the following pages.
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1) NOMINAL BLOCKING ROUTINE

The nominal blocking routine scans the sentence from
left to right until a nominal (noun) is found. The routine
then groups the nominal with all of its preceding modifiers

s S

i (i.e., adjectives, particiﬁ]es, numerals, and certain pronouns),
including adverbs modifying the modifiers. The modifiers may

be in simple agreement with the nominal; they may be in abnormal
agreemeht, as in the case of numerals greater than one and words
like MHOro - 'much, many' -, HECKONbKO - 'several'-; they may be
in extended agreement where two or more singular modifiers
modify a plural nominal; NEPBAS U BTOPAS KHUIM - 'first and
second books' -, or one or more plural modifiers modify two or
more nominals, the first of which is singular: XOPOWWE KHUrA

N KAPAHJAW - 'good book and pencil' -, 1In the last case, the
second nominal is included in the block.

..__.,s._.-—.,,_...._.__,.“...,_._,_,,n,.

1those adverbs which are interspersed among a series of
- modifiers which belong to a nominal are construed to belong
to the-modifiers and hence to the block. Under certain condi-
tions, adverbs to the left of the leftmost member of such

a series of modifiers are included in the block.
Thus, a nominal block is created whose agreement code is
that of the nominal, with possible reduction of ambiquity on

the basis of the modifiers, or with nominative and/or accusative
agreement, bits if there is at least one modifier requiring -
abnormal agreement. The government code of the block is that

of the last nominal.

This routine can make the error of linking a governing
modifier, which is in the case that it governs, with the following
(governed) nominal, to produce a nominal block instead of the
correct governing modifier block: WMEKOWWME HEMPEPHBHHE MPOW3BOAHLIE
- 'having continuous derivatives' -. When a list of modifiers
which must be complemented (e.g. WMEUMA - ‘having' -) is compiled

§

and the dictionary entries are coded, then the nominal blocking |
: i

i
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routine could test for this property, and not combine such
a modifier with a nominal into a nominal block. This would
reduce the frequency of such error. -

After.creéting thé nominal blocks, the routine seeks two

~nominal blocks, having identical agreement codes, which are’

on opposite sides of a coordinating conjunction. If this is

found, the two are combined into one nominal block whose agree-
ment code has the same case(s) as the original ones, but in the
plural. For example, TEOPEMA W ¢YHKUMS - 'theorem and function' -,
where each noun is feminine nomiﬁative singular, becomes a block

in nominative plural. (In the example: TAK CKA3AN FEJbOAHA M WMAOB

COrnACUACa - 'So said Gel'fand and Shilov agreed' -, the combining
of FEJObAHA M WNNOB - 'Gel'fand and Shilov' -, where both names
have identica]wagreement,codes, is incorrect, but it is presumed
that such cases are rare.)

- There is a question of whether to reduce the requirement
that the agreement codes be identical to the requirehgnt that
they have non-zero intersection, but this'qdéstion has not vet
been resolved. There is an instance in the corpus (Article V,
p. 1, s. 18) where K.M. BABEHKO M T.E. WMNOBHM - 'K.I. Babenko

and.G.E. Shileov' - fs,not cbmbined, because the agreement code
of K.M. BABEHKO - 'K.I. Babenko' - includes move zases (since
BABEHKO - 'Babenko' - is undeclined) than does the agreement

code of IF.E. WANOBBM - 'G.E. Shilov' - which is instrumental only.

-However, if the criterion of combining is reduced to "non-zero

intersection of agreemént'codes", there is the danger that
TEOPUM U CUCTEMH - 'theory/theorjes' and 'system/syétemé' W
would be blocked in the following context: 3TO YKA3AHO B TEOPUM
(FENb®AHZA) M CUCTEMB, TAYWMM OBPA3OM, WMEIT CUY., - 'This 1is
proved in the theory (of Gel'fand) and the systems thus hold.'
Here, TEOPUM - 'theory' - functions as locative singular, while
CUCTEMB - 'systems' = functions as nominative plural; the inter-
section of agreement codes, however, 35 genitive singu]ar.-
nominative plural - accusatfve‘plural. In any event, combining
the-blocks prevents the separate roles of the two blocks from
being distinguished. B
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:2) PREPOSITIONAL BLOCKING ROUTINE

The prepositional blocking routine scans the sentence from

- right to left until a preposition is found. Then, skipping

only adverbs and/or nested prepositional blocks, it blocks the
preposition with the following a) nominal block, b) (unblocked)
modifier, or'c) dec]ined'relatiée, provided that the government
code of the preposition has positive intersection with the

agreement code of a), b), or ¢). If & declined relative is the

object of the preposition, the block is specially marked.

. e ———
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3) GOVERNING MODIFIER.-BLOCKING ROUTINE

The-governfng modifier‘blockﬁng routine scans the sentence
from left to right until .an unblocked governing modifier is
found. The routine then block$ the governing modifier with:

1) governed'pfeposjtioﬁa1'b1bcks

2) governed nominal blocks

3) nominal blocks which agree with the governing modifier.

The following structures are allowed to intervene between
the abovementioned three:

a) adverbs

b) any nominal biock which can be construed as an
adjunct to either the last nominal in the preceding
prepositional block or the last nominal in the
preceding nominal block, and (potentially)
instrumental blocks

c) ungoverned prepositional blocks.

The routine marks nested nominal blocks as to whether
they are governed by the governing modifier and/or agree with
the governing modifier and/or are adjuncts to a precedinga
nominal block. It also marks prebositiona1 phrases which are
governed.

In the example HE YAOBNETBOPSAET TPEBOBAHUSAM, OBECNEYUNBAIOUINM
PA3PEWMMOCTb WHTEPNONAUMOHHOWK 3ALAYU - _'does not satisfy EE_E_
requirement, ensuring solvability of the interpolation problem' -,
since the governing modifier governs the accusative and the dative

cases, PA3PEWMMOCTb - 'solvability' - is marked as governed _
(since it is nom/acc) and MHTEPMNOASUMOHHOR 3ALAUN - "interpolation
problem' - is marked as an adjunct (since it is gen). In the

governing modifier block section of the phrase NPU KAKUX
JOMONHUTENBbHBIX YCJNOBUAX, HAJNAIAEMbIX HAM— 'under what
supplementary C;;E?;TBFS, imposed on {z§ry} ' - the prepositional
phrase HA {/\n} - ‘on {A nt' - is marked as a governed preposi-
tional block. '
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The markings on the nominal blocks constitute a matrix
from which it may sometimes be possible to determine whether

" the governing modifier block is functioning as a nominal block

or as a phrase modifying a nominal block which is outside of

its boundaries. "If a bléock is marked in position G when it is
governed, in position F when it agrees with the governing
modifier, and in.position A when it is an adjunct, then a nominal
block in a governing modifier block may have one of the following

vectors:
VECTOR G F A MEANING

a) p 9 instrumental f/where instrumental
case is not governed, and governing
modifier is not in instrumental case)

b) p P 1 adjunct block

c) p 1 P agreeing (fulcrum) block

d) 1T 9o 9 governed block

e) ) 1 1 adjunct v agreeina block

f) 1 ) 1 adjunct v governed block

g) 1 1 P agreeing v governed block

h) 1 1 1 adjunct v agreeing v governed block

The vectors associated with all of the nominal blocks in
a governing modifier block (except those which are nested in
prepositional phrases) form an n x 3 matrix, where n is the
number of nominal blocks in the governing modifier block. If
there is exacly one row of type c), the governing modifier
block must be made a nominal tlock, since it contains the
agreeing nominal block. The "F" column may then be zeroed out
in the rest of the matrix, and the role ambiguity of the
remaining nominal b]oéks may be reduced, If there is exactly
one row of type d), the "G" column may then be zeroed out in
the rest of the matrix, and a vector of type c) may be sought.

(This, of course, holds only when exactly one case is governed.)

It will be necessary to investigate additional reduction schemes,
so that the governing modifiers blocks which are really nominal
blocks, syntactically speaking, may be identified and properly"
processed.
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Modifiers which are marked with the governing bit, but
which have no marking for specific governed strﬂctures,'are
allowed. This provision was made because of several.examples
in text whera an ordinary modifier was followed by qualifying
phrases, e.qg. NAPABOSNIMYECKUX B CMHICIE NETPOBCKOr0 CUCTEM -
'parabolic in the sense of Petrovsky systems' -. 1In order to
connect NAPABOJIMYECKUX - 'parabolic' - with CUCTEM - 'systems' -

NETPOBCKOIro - 'in the sense of Petrovsky' -, with the modifier
NAPABOJIMYECKUKX .

The bhrase HEOTPUUATENLHAS HENPEPHBHAS HA CEMMEHTE [formula]
®YHKUMSA - 'negative continuous on the segment [formula] function' -,
presents an additional problem, namely that of picking up a
sequence of modifiers in a supplemenatry nominal blocking routine

.
. '
. e e S S
. s Y
. N
. . . .

. .

. e . . T . - -

to be executed after governing modifier blocking. 1

One may qucu]aﬁe about the wisdom of subjecting all unblocked J
modifiers to the governing modifier routine. This{ of course ‘i
would lead to some incorrect results, for example, in thg. ‘ Vo #
sentence NPEACTABASETCH OYEHb LUEHHHM B UCCAEROBAHUAX FEﬂb¢AﬂﬂA .
M UMAOBA HE TONbKO BBEAEHME ..., - 'Kot only the introduction ... {
is very valuable in the investigations of Gelfand and Shilov' -. i
Here, the instrumental modifier serves as the complement of the |
verb rather than a governing modifier, so that if it were :
classified as a governing modifier, a search for the agreeing
nominal would lead to error, since such a nominal does not exist. ' )




4) PREDICATIVE BLOCKING ROUTINE

The predicative b]ocking routine scans the sentence from
left to right until a predicative (finite verb, short forn
MOdifier, modal, or special verb form) is found. Then, after
searching to the left of the predicative for the negative
particle "HE" (skipping adverbs) and including "HE" as the left
boundary of the block (if "HE" is foundf, the routine proceeds
to the right of the predicative, identifying and including any
témporal auxiliaries and/or infinitive complements found. The
agreement code of thg block is usually the agreement code of
the first predicative, and the government code is that of the
last item of the block. '

7o o e,

Kaaher 2

W - e b T Mt 2 Y e P g e e 8 s o e vy e

s 18 w3 AL e ety
.

-

M e e sst ot et v vrbo s 2w bt D 5

»
it dmbme e

LS R TR—




" N e S
i , - .
PO RIPRP :
;
N -
oo R

P T
.

W it o
PV
Y. T
.

A,

.
A B M TS R B a1 A S e ST L kst
-

, R .
| 4 e e SOt b, 2 P S ST Y N
H

e h aeel a g b ik

-16-

5) GERUND BLOCKING ROUTINE

The gerund blocking r&utine §cans.fhe.sentence from right
to left until a gerund is found. The routine then blocks the
gerund with:. ' ‘ , ” ‘

1) governed prepositional blocks

2) governed nominal blocks

3) nominal blocks which agree with the goVerning
modifier. |

The follswing structures are allowed to intervene between
the abovementioned three:
a) adverbs

b) any nominal block which can be construed as an

~ adjunct to either the last nominal in the preceding
prepositional block or the last nominal in the
preceding nominal block, and (potentially)
instrumental blocks

c) ungoverned prepositional.blocks.
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the structure of the sentence is to analyze it from the stand-
point of its fulcrum, the predicative block. In order to do l g
this, it is necessary to put each sentence comﬁonent, i.e.,
each block -or individual unblocked item, -into a Tist or matrix,
according to the potential role(s) of that compohent in the
.sentence. This‘procedure is accompiished by the syntactic
routine, PROFILE.

L Initially, PROFIEE,makes the following assignments:

1

|

|

1
”: : . . {
. ‘ Once a sentence is blocked, the next step in discovering ' §
. : ;
!

1

4

|

l

|

|

1

J

|

SENTENCE COMPONENT COLUMN
a) unnested nominal blocks* in the ,
i) nominative case | coL 1 ‘ J
ii) governed case (under some conditions, _ , 1
= see below) _ coL II : i
. ‘iii) nominative, genitive, dative, |
accusative, instrumental cases , coL III »
b) predicative blocks PROFILE }
-é ‘ 'c) governing modifier blocks DUMP . 1
1+ 1d) unblocked infinitives : PROFILE |
e) gerund blocks N DUMP W
; f) unblocked adverbs DUMP !
% _1g) unnested prepositional blocks
:ef; i) with declined relative object PROFILE }
P h) unblocked conjunctions (including most
i ' _ punctuation) PROFILE
' i) expressions in parentheses ' DUMP
'j) declined relatives PROFILE ;
NOTE: An unblocked modifier presently leads to an error condition. %

*Since a nominal block may be in more than one case, it ﬁ
} may be entered in more than one column. For example, the noun p
- HOUM - 'night/nights' - may be genitive, dative or locative. |
o singular or nominative or accusative plural, and may there- b
fore be entered both in COL I and COL III.
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It can be seen that the components which are entered into

PROFILE are, for the most part, clause determiners. Those which

- are entered into DUMP are not part of the essential structure of
the sentence. Unnested nominal blocks, which are in coOL 1 and
COL III, can have the following roles in a sentence:

i) subject
i) governed predicative complement
iii) adjunct, where adjunct is presently taken to mean:
a) a dependent of a preceding -nominal block

b) an adverbial expression in the instrumental case,
€.9. TAKMM OBPA3OM - 'thus' -, or the accusative
(of time) case, e.a. BCIO HOYB - 'all night' -,

iv) appositive (This role Will be ignored in what follows.)

The prepositional blocks, which are in PREP, can'have the
fallowing roles in a sentence:

'a-ut,..-u-‘;’ Y

i) governed predicative complement
ii) adverbial expression

iii) adjunct to a precedina nominal block
(This role will be ignored in what follows.)
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After creating the columns, the routine proceeds to test

the .column entitled PROFILE in order to ascertain the number

of predicative blocks in the sentence. At present, further
analysis is done only on those sentences. having at most one
predicative block. (Sentences havind'no predicative block are
treated as if they had a verb governing the'ﬁoﬁinative case
only.) If the sentence has exactly one predicative block, the
block is tested for its gbveﬁnment properties., If the block
governs at ‘most one case‘and nothing else, then the routine

creates: an additional column, COL II, consisting of all unnested
-ndmina] blocks in the governed case, and calls on the syntactic

routine PARSE for further analysis. If the block .has other
government properties, then the syntactic routine HYPERPARSE
is called upon for further‘analys%s. PARSE and HYPERPARSE are
described in the following pages.

o st I RSN i K W PR




e - - " Ao \ B TR R el R M e A A e LT
- hy g A P - e -~ R R L S YR A, SN, s

'
&

i
5
¢
v
<

M

% 2 [T VUCE RPN U, S T VA U O I T L TP PR P S

A i e - S e s

'

-
T e S i WA i ™ 8t iy a2 e

e 4
H
!
t
J Y
-3 { '
. M H
H
. — .
' - .
—t |78} :
- ) b
] —
o <t .
< (a '
A a. ‘
4
<,_ i
;| ,
..“ e
i
{
¢
i
N 1
‘ .
t
: w
< g
! 4
¢ .
¥
+
]
OF
\Ul M
o * T © e % ~ 7 R e T e m—\T m
aR] :
\ i
. TR Y . yo E 3 N L




. j.uw.u-au . e s ' _V:*‘ . it o - — -
; 29. .
If we consider only simple sentences having a predicative

: block wh1ch governs at most one case and no prepos1t1on (in
which case unnested prepositional blocks will ‘be regarded as

. adverbial), it is possiBTe to determine a1 possib1e inter-.
pretations ofga sentence by taking into account all possible
roles of each unnested nominal block in that sentence. When
each nominal block has$ been assigned one of the three roles:
subject,«éoverned predicative complement, or adjunct, then -
the sentence is said to be 'parsed', and the assignment is
called a parsing.

The techn1que used on this project for finding all possible
parsings of a simple sentence having a predicative block with §
restricted government is to create, modify, and analyze an :
n x 3 matr1x, where n is the number of unnested nominal b]ocks
in the sentence, and 3 is the number of roles which can presently
be assigned to a nominal block.

.
o S e S ey

1) The creation of the matrix is accomplished by the syn- o
3 tactic routine PROFILE. COL I contains the potential subjects, ‘

‘ i.e., nominal blocks in the nominative case. COL II contains

the potential governed predicative complements, i.e:, nominal

blocks in the governed case. COL III contains the potential

adjuncts, i.e., nominal blocks in the cases other than locative.

A given nominal block can.be entered in as many columns as its

agreement code will allow.
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Once the matrix is created by PROFILE, the modification

and analysis of the matrix are accomp11shed by the syntact1c
rout1ne PARSE. )

2) The modification is carried out in two stages: .
I. Certain grammatical considerations sometimes make it poss1b1e %
to remove enf¥ies from COL I and COL III. %
A) Col I can be reduced by removing all nominal blocks :
which do not have the correct number, person, or j
gender to be the subject of the precicative block of !
the sentence. Although, HOuM - 'night/nights' - has !
nominative plural bits, it cannot be the subject in ‘
a sentence where JAET - 'gives' - is the predicate, ‘
since AAET is singular. (possible cause of error: t
compound subject, e.g. MBAH U KATS UAYT - 'John and

g Kathy are going' -)

B) COL III can be reduced by removing every potential
adjunct which is not in the instrumental case (or accu-
sative of time) or is not immediately preceded by a b
nominal block which governs it. (possibie cause of
érror: governor of adjunct does not immediately precede
adjunct, €.9., NPOBJNIEMA KoWW EAWMHCTBEHHOCTU - 'Cauchy's

. problem of uniqueness' -)

IT. After COL I and COL III are reduced through grammatical
considerations, it is possible to reduce COL I and COL II
using logical considerations, provided that the following
condition is made: In any given parsing, at most one e]ement
(nominal block) may be assigned the role of subJect, and at
most one element may be assigned the role of governed predi-
cative complement. (This means that sentences having
compound subjects and/ér compound governed predicative
complements, e.g., TEOPEMA TFENb®AHOA M TEOPEMH WWAOBA
NPEACTABASIOTCS - 'The theorem of Gel'fand and the theorems
of Shilov are presented' -, cannot be properly parsed.
Sentences with compound subjects and/or compound predicative

§ complements can be parsed when the components of the

: ” compound block are combined into one block by the NBR, which
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The logical reduction takes place as follows: If there is
a nominal block, N, in COL I (or COL II), such that N is not - v
entered in any other column, then all other entries in COL I b
(or COL II) must be erased. _
The reason is: : ~ ‘ i

a) N must be assigned a role

b) N can only be assigned the role associated with !
COL I (or COL II) '

c) the role associated with COL-I (or COL II) can be
- ‘assigned -to at most one nominal b]ock.

héHCe N is the only nominal block which can be assigned
: the role associated with COL I (or COL I1), and,
in fact, N must always be assigned that role.

NOTE: If there are two such Ns in a column, an error message
is written.

N i . * N + '
. !
it Rl o 2 3 b ARSI SN L

f
D et i

In any reduction step, it is imperative to avoid oblitera-
ting any noﬁina1'block, i.e. erasing it from some éolumn when
it is not entered in any other column, for a parsing must assign
3 a role to each unnested nominal block. In PARSE, the oblitera-
tion of a nominal block in either stage of the .modification
portion of the routine causes an error message to be written,
and the parsing to be diécontjnued.
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3. The analysis portion of the PARSE routine consists of
finding all possible parsings, i.e., all possible ways of
chqosiné at most one nominal block from COL I and at most one
nominal block from COL II and as many nominal blocks as nec-'
essary from COL III so that exactly one assignment is made

Ca A e % e et Y AT e L,

Consider the following matrix:

COL I} CcOL II| coL III
|A) first unnested nominal block X X 4
é) secend unnested nominal block™ X X f
C) third unnested nominal block X X X

Thé set of pars1ngs, where each matr1x element is represented
by its row (A, B, C) and’ co]umn (1, 11, III), is:

PARSING SUBJECT | OBJECT ADJGNCT(S)

1 A, I B,I1I C,III

2 A, 1 C,I1 B,III

3 c,I B,II AL III

4 Al NONE B,III; C,III

5 c,I NONE A III; B,III

6 NONE B,II A,III; C,III

7 NONE c,II° A, IIIS B,III

8 NONE NONE A, III; B,III; C,III

NOTE: The above 1ist of parsings illustrates a feature of the
PARSE routine: namely, that the absence of the subject
and/or of the governed item is allowed, as Iong as the
parsing utilizes all unnes*ed nominal blocks in the '
sentence.
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"; The parsing-scheme just described was satisfactory for
séntences éonta$ning,predtcattves Qith5a=1imited'simp1e type F
of fgqvernment. Before proceeding to<the_'desczr1'pt‘,1‘_on of the ‘ '
more general parsing routine, HYPERPARSE, it is valuable to
consider the more complex types of predicative gbvernmeht.
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Predicative government is a term which can roughly be
defined as the property possessed by a_predicative of requiring
complementation by one or more of various structures. Comple-
mentation is distinct from modification, and the distinction
lies in whether a structure which is 5 candidate for comple-
mentation can be used (almost) universally (in which case it
is a modifying struéture) or is peculiar either tc the predi-
cative being studied or to a proper subset of all pred1cat1ves

The types of structure wh1ch can serve as complements to

a pred1cat1ve are:

. o
1) nominal blocks (or modifiers) in

(N) nominative case
" (G) genitive case '
(D) dative case
(A) accusative case
(I) instrumental case

"~ 2) prepositional blocks

(the set of prepositions which are
.actually in complementary structures
has not yet been defined)

3) 4TO and YTOBb phrases
4) infinitives '

5) .KAK phrases

6) adverbs

Infinitive government is handled in the VBR when the
infinitive is contiquous to the predicative (allowing intervening
adverbs). Types 5) and 6) have not yet been studied éxtensive1y.

Let us consider only case and prepo&itiona] complementation.
AENATL - 'to do' - can govern accusative (A), dative (D),
instrumental (I), and M3 - 'out of' + genitive (G). This alone
does not specify which combinations of these governed items can
occur. It happens that the accusative can occur alone, with
the instrumental or with the dative, or with U3 + genitive.

Also, the accusative can occur with the dative and U3 + gen1t1ve.
This information g1ves five valid complementation patterns which
are represented and exemplified as follows:

* £l
(L) locative case is not a predicative complementation case.
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1) A ' OH AENAET IOPilOK. - :
: 'He is making a pot.' : - i

2) D and A C OH HAM AENAET HOBOE NPEANOXEHWE, -
'He is making us a new offer.'

3) A and I 3TO AENAET TJAMHY OrHEYNOPHOW, -
. 'This makes the clay fireproof.'

- 4) A and U3 + G OH AENAET W3 FAWHH FOPUWOK. -
3 : 'He is making a pnot out of clay.'

¥

5) D and A and U3 + & OH HAM AEJNAET ‘M3 TAWHY FOPWOK. -
. ‘He is making us a pot out of clay.'

(Noté that a fota] of‘16 patterns: (2)+(g)+(g>+(?>+(g)= 163 can

be obtained from all combinations of the four governed structures;
the enymeration of the valid ones reduces this number to five.)
Predicative government in the original MT dictionary of

this project was coded in such a way that all complements for

% a given predicative are indicated in summary only, without any
i indication of which combinations of these governed structures

can actually occur. When considering predicative blocks with
extremely simplée government codes (i.e., at most one case _
governed, and no prepositions governed), the predicative government

l' ; coding of the original MT dictionary is usable. However, in
order to parse sentences having a predicative block with more

: ‘complex complementation patterns,more comprehensive input

o information about thesé patterns is needed. '

| ‘Predicative government input information now consists of

" the enumeration of each combination in which the governed
structures (nominal blocks in a certain case prepositional blocks
where thé preposition and the case it governs are specified, and,
for later use, clauses introduced by 4TO - 'that' - and 4YTOBH

- 'that' - and phrases introduced by KAK - 'as' -) can occur.

UV AN S S

T Each possible combination (includfng information about whether
; a subject can occur) is called a pattern, and the totality of

; i patterns for a given predicative is called the pattern'set for
! ; . that predicativé. The pattern set for each predicative in the

e e v e it F b

corpus is stored in an auxiliary dictionary.
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Following are the coding instructions used in the creation

of the auxiliary dictionary} The instructions are followed by

sample coding forms for the patterns of AENATL - 'to do'

These forms are kept in a permanernt reference file for language- .

example documentation of :each pattern. /

v b — e e
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Coding Instructions for Verbal Government Patterns

cols 1- 6

cols 7-12
cols 13-42

. . , N
LY b i 4 XTSRS b e (RO AN T e oS s 5.

§ cols 43-80

FIRST (CAMONICAL FOR:#) CARD:

ID NUMBER

Write the four-digit identification number
assigned to the canonical form. The fifth
and sixth digits, entitled '"XTRA', are used
only for inserting a form. Otherwise they
are blank. _ :

b]anks
RUSSIAN CANONICAL FORM

Write the infinitive form of the verb, or
the neuter form of the short form modifier
for which the patterns apply. In case a
certain form of the set represented by the
infinitive or the neuter short form has a

~ special set of patterns, write that form

and code its patterns separately, -

blanks

NEXT (PATTERN) CARDS:

; | cols 1- 6

cols 7

cols 8-10

' B N
N L ik g s e e <

cols 11-12
" cols 13

ID NUMBER

Write the four-digit identification number
assigned to the canonical form. The fifth
and sixth digits, entitled "XTRA', are used
only for inserting a form. Otherwise they
are blank. - ' o

P
PATTERN #
Write the two digit number assigned to the

pattern being coded. The third digit,
entitled 'XTRA', is used only for inserting

-a pattern. Otherwise it is blank.

blanks
SUBJECT

If the third person singular or the neuter

form associated with the canonical form
must be impersonal in the pattern being
coded, code 'N' in the square alloted;
otherwise code 'S', '

-
N N , - z -
A FulText Provided by ERIC h-&w.,mm:«‘ru—Wu.wW s

oo s - N -
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cols

cols

cols

cols

cols

cols

14-17

1-8-25

26,27

28,

29

30-80

-32-<

CASE GOVERNMENT

For each case governed by the verb in the
pattern being coded, write the appropriate
one-digit number, beginning in the first
square of the field. Unused squares are

to be left bTank. Seé-table entitled 'CASE
GOVERNMENT CODES'.

PREPOSITION GOVERNMENT

For each preposition + case pair governed
by the.verb in the pattern being coded,
write the appropriate two-digit number,
beginning in the first two squares of the

field. Unused squares are to be left ~—~ "~ 77

blank. See tabla 'PREPOSITION + CASE
GOVERNMENT CODES'. ‘

YyTo/uTOBH CLAUSE GOVERNMENT

If a YTO or YTOBH clause is governed in
the pattern being coded, write a 1 in the
appropriate square.

KAK PHRASE GOVERNMENT

If a KAK phrase is governed in the'pattern
being coded, write a 1 in the square.

INFINITIVE GOVERNMENT

If the verb governs an infinitive in the
pattern being coded, then code a 1 in the

" square.

blanks

“Write a Russian example with an English translation to

illustrate the pattern coded above.

RN Seep—y
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CASE GOVERNMENT CODES

.

*

nominative case
genitivé case
dative case
accusative case
instrumental case

CASE

\
-4
o3
3
)

NO
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AUXILIARY DICTIONARY PREPOSITION AND CASE GOVERNMENT CODES é |
NO  PREP CASE
. 01 B, BO + acc ]
S 02 B, BO + Toc ?
- 03 HA + acc. %
04 HA . + loc %
05 0, 0B, OBO "+ .acc ;
- 06 0, 06, OBO + loc ?
07  3A +.acc. :
08  3A . +-instr, i
09  noji, noao + acc. ;
| 10 noa, noo + inst. :
. 11 o + acc %
12 no + dat.
13 no ’ + loc. 1
14 c, CO + acc
15 c, €O + gen, :
16 ¢, o + instr !
17 1o + gen
18 N3 + gen |
g 19 0T, OTO + gen
20 nPo -+ acc
21 K, KO + dat.
_ 22 HAL, HARO ~+ instr
j 23 nPU + loc
| 24  YEPE3 + acc.
25’ MEXOY + gen.
26 MEXAY + instr
27 N3-3A + gen
28 n3-noa, M3-noao ~+ gen
29 ang A + gen
30 y + gen.
e _% 31 NEPEA, NEPEAO + instr
2 32 CPEAM + gen, |
§ 33 NPOTMB + gen. §
. 34 NYTEM + gen. |
L 35  BMECTO + ‘gen. j
36 MUMOQ -+ gen., é
e et e+ e e e e 2 ; §
|
|

~ . §oh - -
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ID NUMBER

> 20 — 9
> 0 — <

© RUSSIAN (CANONICAL) FORM
col

(cols 13-42, first card)

7 8 .9 10 13 1415 16 17 18 19 20 21 22 23 24 25 26 27 28 29

, | ;
il ' L1

S Mg A i 5 sy s raDle S B P kG AT

S St e A 2

POy

M

R T ST S

PAT- CASE LiTod

TERN- # | GOVERNMENT || PREPOSITIONAL GOVERNMENT |ltol o kaklline

o
— 00 C W\»n

EXAMPLE:

RUSSIAN

- ENGLISH

,.,_w_~

. ¢+ ——
»

AT e b it a5 S e e

N et e -
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g. col

i .

3 1 2 3 4 5 6

3

%

| X

| I0 NUMBER | T[T

) RIR

Al A

: A

i

g

} AENRATH | -

3 RUSSIAN (CANONICAL) FORM : (cols 13-42, first card) ,
f col .

7 8 910 13 1415 16 17 18 19 20 21 22 23 24 25 26 27 28 29
nEonNERERERED
paT- | XS CASE iTold
1Ty . 1
TERN #| o [l g || GOVERNMENT || PREPOSITIONAL GOVERNMERT T% 5t IKAKIINF

EXAMPLE:
RUSSIAN _.- OH AEJAET ICPHOK,

* 1

ENGLISH He is makina a pot,

s e OO
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col .
1 2 3 4 5 6
4 X X
T T _
| ID NUMBER | ¢ [
3 Al A
;
i
§ AENATD
; RUSSIAN (CANONICAL) FORM (cols 13-42, first card)
. ./ col :
i ? 7 8 9 10 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
o Lelede | spade] | HER
§
; PAT- | X2 CASE “ hTot
| TERN #| o Il g | GOVERNMENT || PREPOSITIONAL GOVERNMENT IPTO HJFAK INF
; ' A I | I
¢ N
EXAMPLE :
RUSSIAN OH HAM NEAAET HOBOE NPEANQXEHME.,

ENGLISH He is making us a new offer,
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P N

e Wt Y e

X | X
T|T
ID NUMBER | o | ¢
AlA ;
JENATb , _
RUSSIAN (CANONICAL) FORM - (cols 13-42, first card) -

co]l
7 8 9 10 13 14 15 16,17_18 19 _20 21 22 23 24 25 26 27 28 29

B e ]

Pi@ | 3 - 4“5 “ | “ “ ! i
i PAT- - CASE 704
TERN # . GOVERNMENT (| PREPOSITIONAL GOVERNMENT To‘BH@AK INFA
| !
EXAMPLE:

s " RUSSIAN 3TO RENAET rJuHy O-I"HE)’FIOPHOVI.

ENGLISH This makes the clay fireoroof,
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col
1 2 3 4 5 6
. X
TIT
ID NUMBER R R
Al A
JENATH
) RUS$IAN (CANONICAL) FORM ‘ . (cols 13-42, first card)
f col ’
i 7 8 9 10 13 14 15 16 17 18 19 2021 22 23 24 25 26 27 28 29
! T ] .
REOCREORRREEEE |
gUUCNEOEEN L
PAT- LRG| case - irol |-
; TERN # R B GOVERNMENT || PREPOSITIONAL GOVERNMENT UTO miFAK INF
1
EXAMPLE:

RUSSIAN OH NENAET W3 I'JWMHH [OPWOK.

ENGLISH He is making a pot out of clay.

v W waan

xR A NN i T
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3 . 4 :
- »

3 . ‘

4

i

J

4

)
col :
1 2 3 & 5 6 §
’ X | X
Tl T
ID NUMBER R | R
AlAl|
|
= JEJAT _
' _ RUSSIAN (CANONICAL) FORM . (cols 13-42, first card) - 1‘-'
i col '
7 8 9 10 13 1415 16 17 18 19 20 21 22 23 24 25 26 27 28 29
LR BT LT T T] '
r
o PAT- | XI5 CASE TO
} T v - HTO;
1 TERN # RIIs Il GOVERNMENT PREPOSITIONAL GOVERNMENT |hTO] BblIKAK|IINF
§ Adl]
% EXAMPLE:
? RUSSTAN OH_HAM JIEJAET M3 [/MHH TOPWOK,
L
3 ‘
|
L.
|
.F 2
I' 1 ENGLISH He is making us & pot out of clay ‘
.
.
\
N g il
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~ In the routine-called HYPERPARSE, the set of government
patterns fbr‘the‘predicative block is looked up in the auxi-
lTiary dictionary. Each pattern in the set is compared with
the nominal and preposition blocks in the sentence in an
attempt to find all possible realizations of the pattern in
that sentence. As in PARSE, sentences containing uncombined
compounds of nominal blocks (and sentences containing nouns
in apbbsition) will either be parsed incorrectly or else will

not be parsed for the reason given in an appropriate error

message pr1nted out with the sentence. ) . .

This section contains a description of how a blocked,
profiled sentence is treated by HYPERPARSE. The sentence
3TA TEOPEMA ,L'IBO,MCTBEHHOCTM MNO3BOJIGET JOKA3ATb JIEMMH TOJbLKO
B 3TOM CNYYAE. - 'This theorem of duality allows (one) to
prove the lemmas only in this case.' - is used to illustrate
the process.
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The blocks in the sentence are: |

NOMINAL BLOCKS:

4

5

GERUND -BLOCKS: none

*LB
**RB

"Jeft boundary
right boundary

cases of word # of | word # of
# of NB sjngu]ar/p]ura“ LB* RB**
) N o 2__ | 3TA TEOPEMA
o2 |G,D,L/NLA ] 3 ____l.___.3____] .nBOMCTBREHHOCTY
S T AN V4. Y. SO 6 ... 6__.__] nEMMY
4 L/p 9 10 3TOM CAYYAE
PREPOSITIONAL BLOCKS:
word # of LB* word # of RB**
8 10 B 3TOM CNYYAE
" " GOVERNING MODIFIER BLOCKS: none
PREDICATIVE BLOCKS:
e
word # of LB* word # of RB**

NO3BONSAET AOKA3ATH

Ty

& 1o e ST

. em B e e e ey . - ot
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jt

The profile of the sentence, as composed by the PROFILE
routine, is represented in the printout as follows:

WORD #| RUSSTIAN/ENGLISH PROFILE~COLxI coL I1/coL III|PREP DUMP
1 - | aTA o 4 B 1 B
THIS ' e
2 | TEOPEMA 1. E ‘ E
THEOREM |
3 NBOMCTBEHHOCTM ‘ A x : X
.| DUALITY/DUALITIES | '
4 NO3BONSET - B
ALLOWS+DOES ALLOW
5 NOKA3ATb E
| TO PROVE |
6 NEMMH X - X
LEMMAYLEMMAS ‘ ,
7 TONbKO _ : *
| onLY |
8 B - . B
IN/INTO
9 3TOM
THIS |
10 CNYYAE ' E
CASE .
11 . *

NOTE: In the translation field, entries may be separated by a
slash (/), an asterisk (*), cr a plus sign (+). A slash is used
to separéte different meanings, an asterisk is used to separate
the singular and plural forms of a given meaning, and a plus sign is
used to separate two different forms of a verb, e.g. goes + does
go. The progressive form ('is going') is not stored in the
translations. _

In the columns, B indicates "beginning of block," E indicates
"end of block™, X indicates a one word block, -and * indicates an

unblocked item.
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Internally, PROFILE'constructs the following matrix for
the. unnested nominal blocks in the sentence, where the entries
are the word numbers of the left and right boundaries of a
block: .

Nﬁl# COL I ;dOL"II cCoL III.
1 1-2 1-2
2 | 3-3 3-3
3 6-6 - 6-6
4

. {
NOTE: COL II is empty because the predicative block (NO3BONSET

JIOKA3ATb) governs more than one case.

The predicatiQe block in the sentence aoverns the accusative

and dative cases in the following combindtions only:

Pattern 1: A

Pattern 2: DA
Henceforth, COL II will be considered to have as many sub-
columns as there are governéd cases in the pattern under consi-
déeration. Hence, we have COL IIA for Pattern 1, and COL II
and COL IID for Pattern 2.

Replacing the word numbers of the boundaries by the symbol

X to indicate that a nominal block has been entered in a certain
position of the matrix, and substituting the symbol Si for the
ith nominal block, and considering only the unnested nominal

A

blocks, we have the following two nominal block matrices for
the sentence and the two patterns:




RS

e N P WY AN AT A ATy

MATRIX FOR 1 ’ J
5 PATTERN 1 COL I} COL IIp coL III |
3 — — |
: |
3 5 X X |
. ----------’--------------‘------—....-...--‘.---- 1‘
b |
N S L
B 3 TOR
‘ ‘ |
\
A | | | |
; MATRIX FOR |- {
; PATTERN 1 cCoL I COL IID coL IIA COL III
| \
| 5 X * ‘
U lrdsmcicemceedeccccccbecc e et e e e 1
! i |
% S2 X X X X |
A VU I  eeeee DR S .
| 33 X X" X i
- | |
| |
where Si is the ith unnested nominal block. J
Since 32 and 53 do not agree with the predicative block ‘
g (for the nominative case they are plural while the predicative
: block is singular), they can be removed from COL I. Also, '
: neither S]nor 53 is preceded by a governing nominal block, nor
1 is either in the instrumental case, and therefore each can be
i removed from COL-III. None of the removals causes obliteration
% of the Si from the matrix.
<
|
B
" i
| . |
| . |
R |
ft % o
% !“ : oo
. 9, ;
i !
!
!
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The matrices after the initial modification are now as._

follows:

MATRIX FOR
PATTERN 1

coL III

MATRIX FOR
PATTERN 1

COL III

b

N
ot s i e Syt N g

M s - e A e o




;3 A & e -
‘ {” ’
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3

'%f Since Sy 1is only ~in COL II,, S, must be removed’ from that’

. column. This can be done without obliteration, so the matr1cns

are now as fo]]ows

MATRIX FOR _ : .
PATTERN 1 COL I jcOL IT, | COL III
’r. ............ e m—-- - e e e - - - - - -
52 X )
S3 . X
LT
MATRIX FOR | s : :
- .| PATTERNM 1 COL I | cOL IT, |cOL II, | COL III
S5 X
r— ------------ P SRR U I U P P S S S
S, X X
bt 1--"~"—"~"~=- 1 -~~~ "%""- 3TTT=°"

T~ matrix for Pattern 1 is finished, and yields exactly
one parsing where
S1 is the subject

S2 is the adjunct

3 15 governed by the predicative block




- . , ‘
This is the oﬁ]y “correct"‘parsing, but examinatibn'of the
matrix for:Pattern 2-shows that another parsing is foﬁmally,}
though not semanticale.possibie; _ ‘ ‘

In HYPERPARSE} Each-sub-cd]umn of COL II must have at leésg

one entry, or the pattern cannot apply. Therefore, for Pattern 2
an adﬁit%ona] Togical operation which leads to the removal of
Sz from COL.III is used. The operation can be described by

- saying that if S{ is the only entry in a given sub-coTunn

/ of COL II, then the entries of Si are-erased elsewhere in

the row. ] “

The final matrix for Pattern .2, .

PATTERN 2 | coL.1 | coL Iy | €OL I1,-| coL IIT
s, X
]
Eibintebabaiadalebd DEE T PP PPy (O j -----------
S, X
Sy X

yields exactly cne parsing where

S] ig_the subject

S2 is gpverned by the predicative block

S3 is governed by the predicative block
The translation of the sentence when it is parsed in this way,
is: 'This tBeorem allows (one) to prove the lemmas toc the duality
only in this case.' (The English word order had to ke adjusted

- to allow 'duaiity’ to function as the indirect object of 'prove’.)

It should be noted that any indirect object in this context
probably has to be animate, and that sometime in the future,
this restriction should be coded into the pattern.. This will

eliminate the semantically unsound parsing here and perhaps in
many other cases.
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Just as HYPERPARSE treates a matrix for thé unnested
‘nom1na1 blocks which are in the cases spec1f1ed by the pattern
being cons1dered it also creates a matrix of unnested governed
prepos1t1ona1 blocks.' The PREP column is the.source of an NPREP
‘ matrix which for each pattern has as many sub-columns as there
are gqverned prepos1t1ons in the pattern. Each sub-column must have
at least one-prepositional block entryv correspondind to a governed
prepdsitidn Fn.an input pattern,.in order for the ‘pattern to apply.
The govérned prepositions Pys Py, and P3 in a given pattern,
may lead to the following matrix in a hypothet1ca1 sentence,
where each entry comprises the boundaries of a prepositional

block:

- A
EI 0 ST PR e
.

T
-

.ot
P S

I

P].
1- 3 117-18 6-9

12-14

This means that for one of the governed prepositions, two
.realizations have been-found. The parsings will then be:

(1- 3)(17-18)(6-9) -
" (12-14)(17-18)(6-9).

When both cases and prepositions are governed in a given pattern,
each case parsing must be joined with each preposition parsing
to produce the complete set of parsings for the pattern.

-

-
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- The fo]]ow1nq paragraphs give a verba] summary of the

flow charts of HYPERPARSE

A..

Create a subJect column, SUBINT (corresoond1ng to the

* reduced COL I of PARSE),.conta1n1ng on]y those unnested’

nominal b]ocks which agree with the predicative block
through the agreement code and the person bits,
NOTE: If the pattern being tried allows a subject, SUBINT
becomes the subject column (SUBCOL) :
-Create two adjunct columns, NORADJ and SPCADJ (each corres-
ponding to- the reduced COL TII of PARSE), containing
only those nominal blocks which.can actually serve as
adjuncts in the given sentence. NORADJ contains each un-"
‘nested nominal block which is (immediately) preceded by
a ncminal block governing it, or which is in the instru-
mental case; .SPCADJ, of which NORADJ is & subset, -contains,
in addition, any nominal block in.the accusative ease.
NOTE: If the accusative case is gbvefned in the pattern
being tried, NORADJ is used as the adjunct cb]hmn
(ADJCOL); otheriwise SPCADJ, is used.
After. a paftern is read in, create a prepositional column |

~ NPREP , p=1(1)P, P< 4, for each preposition governed in the .

pattern. NPREPp contains all unnested prepos1t1onax phrases
in the sentence such that the prepos1t1on is a governed one
and the case of its governed nom1na1’block is the one speci-
fied for that preposition. ! ’

Create an object column, 0BJCOL_, c=1(1)C, CX 4, for each
¢ase in the pattern. OBJCOLC contains all unnested nominal
blocks in the sentences which are in a given governed case.
Check the validity of the matrix created in A, B,_and D, i.e.
ascertain that every unnested noeminal block in the sentence

has been entered in at least one of SUBCOL, OBJCOL(] .c)’

" or ADJCOL.

The flow charts are available to persons having special

interest in the programming details of this procedure.

- aar gt b e - o L EL S T T e e e ST
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_F{ Reduce the matrix according to the foT]owiﬁg two schéme§
a) Check each column for an entry which is not in any

other column., If exactly one such entry is found
in a column, erase the other entries in the column.

b¥ Check each- QBJCOL(] C) for having exactly one -

entry. If this.condition exists then erase the
other entries_.in the same row. -

-G. Find all possible ways of choosing an edtry from each of
SUBCOL" and OBJCOL(]’...’C) such that no two entries chosen , '
are in the same row. - . 4
(NOIfg In some cases,.tﬁe above choices are made'witheut
using SUBCOL, e;g., when the'preqicative in the sentence must
be impersonal, " or as an alternative when the matrix is valid
without SUBCOL even when a subject is allowed.) | . ,
Then ascertain that all rows hav1ng eritries but which haye not
been se]ected do have an entry 1n the adJunct column, and
se]ect those entries. .
Combine the selected entry pattern in"G, with the selection
of the first row (if it is non-empty) of the prepositional
block matrix, and write out the parsing. '

'.Paragraphs A-G are merely a simpTif%ed shmmary of how a success-
| , ful ﬁaﬁsingKinvolving governed cases ‘and prebositional blocks is

. made. Alternaunves used when certain conditions (assumed or

- . ignored in the above) are not met, and the correspond1ng error
‘messages are shown in detailed flow charts. .

The auxiliary dictionary and the improved parsing roytiﬁe,
HYPERPARSE,'are only a first .approximation to a good language '
transfer system. - The quality will be improved when the preword(s)

F associated with each governed case and the translation(s)

associated with each governed preposition are coded for each

E government pattern, along with the translation of the p}edicative'
f R for that given context. This coding wiil reduce the number of

i meanings to be printed out.
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