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Yo Miss Henrletta, and Master Edwin Dodason.

“Ch, Ch., Jan, 31st.

"My dear Henrietia,
"My dear Edwin,

"I am very much obliged by your nice little birthday
gift-=lt was much better than a cane would have been=-«| have
got It on my watch-chain, but the Dean has not yet remarked
ite

"My one pupil has begun his work with me, and | will
give you a description how the lecture Is conducted, It Is
the most Important point, you know, that the tutor should be

dignified and at a distance from the pupil, and that the

pupil should be as much as possible degraded,

""Otherwise, you know, they are not humble snough..

“$So | Lit at the further end of the room; outside the
door (which is shut) sits the scout: outside the outer door
(2lso _shut) sits the sub-scout: half-way downstalrs sits the
sub-sub=scout; and down In the yard sits the pupil,

"The question: are shouted from one to the other, and
the answers come back In the same way--it Is rather confusing

till you are well used to it. The lecture goes on something
like thisse=

"Mutor, What is twice tiree?

“Scout. What's a rice tree?

USub-Scout. When is Ice free?

“Syh=subwScout. What'’s a nice fee?

"Pupil (timidiy)e Half a guineal

"Sub-subi-Scout, Can't forge any!

"Sub-Scout. Ho for Jinny!

"Scout. Don't be a ninny!

"Mutor (Looks offended, but tries another uestion).
Divide a hundred by twelvel

“"Scout. Provide wonderful bells!

"Sub-Scout. Go ride under It yourself!
"Sub-sub-Scout. Deride the dunder-hesded elf}

s¢d)e Who do you mean?

‘“i!lk"sﬂlﬁ'"m' Doings between!
“Sub-Scout. Blue is the screen!
“Scout. Soup-tureend

“And so the lecture proceuds,
“Such Is Life.
"from
"Your most affect. brother,
""Charles L. Dodgson.

X3 I3

-

ER €=

=t & == D

- D ASKE T Zg ~

SR v

¢ "




CHAPTER 081: GRAPH “ﬁEOR\’Oé&uuooaoocootoee-uoocoooooooo.ooooooooooo 24
CHAPTER IV: mE SGGGS RBEORY "mDEL.OOOO..O..0.0‘..‘.....OQ.'.O0.00 38

CHAPTER V: RELAVION OF SET THEORY, INFORMATION THEORY,
AND GRAPH THEORY TO GENERAL SYSTENS THEORYeeoseecosvess 70

CHAPTER Vi: USE IN CONSTRUCTING EDUCATIONAL THECRYecosesessecocece 105
CUHAPTER VIii: THE EDUCATIONAL THEORYeesecacvecocscocosocecocosccssee 119
CHAPTER Vill: RELATING THE THEORY TO DATAecccossossocosoosccscescve 168

QE

21

 %

1 B CONTENTS

: ? l “NTRODUCTnONQOOQOOO000000..0000000000000000000000000000000000000.00 m
" CHAPTER t: SET WEMYooooocooooooootoooootooouooooooeouooooooooo- 1
l CHAPTER Bfi:s [NFORMATION mﬁon\fbooooooooo.eoooooooooooooooooooaoooo S

GQNCLUsﬂON0.00000.0.QOQ..O000.0.0‘..00.000.0.0.0.0..00Ob‘.O0.'.0&.0 ]88

FPPENDICES

ESER
oA R, R AR N IR N Cal A b e el M i R s e
[ — ,
‘I T D I e DI Cu W e AW
3 = - ‘ . > ) 1
, ¢

&
S
3




INTRODUCT | ON




B

et

IS

4
P oo .
e =8 i =S

- -
-2 .
e % ’ A»‘; = :m: ::*; Soshe ,;\;‘»‘-:; 3~ < T ‘-<::-E,u_jT:3‘/ ik T i,";""
B - - o > . o, _ A
-’ m “ g E n n ST

In Cooperative Research Project IGBZE, the retroductive method
for constructing empirical educational theory from thcory models was
developed and tried out. Scven educatlional theory models were cone

structed and found to have houristic utliity In constructing educational

theory, The loglcal next step was to concentrate on the construction of

educations.i theory from one or more of these theory models. Among the
seven cducational theory models, it was noted that the one constructed
from general systems theory provided a basic framework into which two
of the others--one from Informatlion theory and one from greaph theorye=-
could be Incorporated. The objestive of th's reséarch, therefore, was
the development of educational theory derlved from these three educa~
tional theory models, In the course of the research, however, It was
found that concepts from set theory were required. An extcnslion of the
project was granted, and the objective became the development of educa-
tional theory from an educatlonal theory model constructed from set
theory, information thcory, graph theory, and genecral systems theory,

A resume of the report to follow Indicates the procedure
utlllized in achieving the objectiva, First, the concepts of set theory,
Information theory, and graph theory had to be delineated and ordered.
With éesPect to Information and graph theory, thls was an extension of

educatlional theory models taken from the earller projects In Chapters |

L T e

‘e, S. Maccla, G S. Maccla, end R, E. Jewett, Copstruction of

Educatlonal Theory Models, Vashington, D, C.t Office of Education,
dcpartment of Health,; Educatlon, and Welfars, 1963.




through 1il, these results are presented. Next, the general svstems

educational theory model, also from the ecarlier project, was integrated

with sct theory, Information theory, and greph theory and was extended.

- The SIGGS Theory Model resulted and is set forth In Chapter I¥. To

|

!

. indlcate the nature and unlqueness of the Intcgration, in Chapter V | l

.5 there Is an analysis of the literature and the SIGGS Theory Model with " J
respect to the relation of set theory, informetion theory, and graph
? theory with general systems theory. In Chapter Vi, to Indlcate the i!

f nature and uniqueness of the method of developing educational theory

N % from the SIGGS Theory Model, the use in the literature of concepts Ei

Incorporated In the SIGGS Theory Modei is contrasted with the use in
this projecte The essence of the rescarch, the educational theory, Is .
the content ¢f Chapter Vil. Chapter Viil contalns ways of relating the
theory to data, so that the educational theory is seen to be more than
sheer and Idle spzculation. Finally, in the Conclusion a projection to
evaiuate the educational theory is prgsented in order that a conclusion

as to thc adeauacy of that theory may be forthcoming.
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Intultive Explication of Set

Set theory is mathematical theory which characterlzes sets.

'Set! Is taken to be a primitive term. Set can be explicated ﬂntuﬁtively

by considering alternative referents. A set can be thought of as a
collection, a class, an aggregate,'a group, etc. As can be see: from
thesc alternative refercnts, a set usually, although not always, has
SOméthlng within it which could be considered as belonging to the set:
the objects of the collection, the members of the class, the points of
the aggregate, the components of the group, etc. That which belongs to
the set is called 'an element?. Moreover, the objects, members, points,
ccmponents, etc. can themselves be taken'as sets of clements; and |f
they are so taken, then the collection, the class, the aggrcgate, the

group, etc. can be thought of as femilies of sets.

Motations

1. Lower case letters will be used as elements which are not considered
themse!ves as having elements.,!

2. HNon=script upper case letters will be used as sets whose elements
will be considered.“

3. Script upper case letters will be used as families of sets of the
kind in 2, : '

4. € will be used for the elcmenthood relatlon,>

1‘Lc:»wn:ar case letters arc used also for functions.

2ynderlined upper case letters are used for predlcates.

3¢ will be used to negate the elementhood relation.:




5.

G,

Ie

3.

hil. x € X, therufore, Is read "an element; x, belongs to a set, X,V
or "x Is an element of X', . ,

{eae} will be used for a set whose elemonts can“be listed, where Y,..%

:refers t~ all the elements of the set.

{x | B(x;} Wi} be used for a sct whose elements, x, can ba choser and
X makes the predicate, P, truc upon substituting x in P,

Characterlzations

Subset

Tele XCYm Vx(x€X=x€Y)

1.2, "X Is contained In ¥! equals by‘dofinlﬁion ‘for all x, x is an
element of X cnly If x is an element,of Y §, :

Equals . |
2;]9 X -AY -Df Xcy A { c;“x

2,2, 'X Is equal to Y! equais by definition X is contalned in'Y and
Y Is contained in X ¢,

2.3; X #Y will be the negation of X = Y,

Unﬁqnh ,

#loggf e Blatetaxexyy

Je2, 'The unlon of X as 1 varles over 1! equals by definition Ythe
set of x such that thero is an- 1 such that | Is an element of
|l and x Is an element of Xi '

3. 120 x‘ U x2 ‘Df {x ﬂ X € x] VxeE le

3¢2a8s The unlon of X, and X,! oquals by definitlon fthe set of x )
such that x {s.;n e]cmént of Xy or x.1s an clement of X, e

bin definitions following this format: _ .1 is a generalized

definition which is possible If onc accepts the axiom of cholce, while
wsla and __.1b constitute the inductive definition. The generalized
definition permits unlon over a non~denumerable sct of sets.

2




s S e

e
o

y e
¥
e

‘H SN TN NS =N AN G

L,

5.

3.1b. B X
sl

ne]
i “df (IE]XI) U xn
3e2b. 'The union of X wherc X Is Indexed from 1 to n' equals by

definition Ythe union of the union of X,where X Is Indexed
from 1 to n minus 1, and xn Ve

Intersection

ale O X mpe Ix [ VIO € 1= x k)]

L,2. 'The intersection of X as | varies over |! equals by definition
tthe set of x such that for all i, I Is an element of | only if
X is an element of X; ¢,

helae X; 00Xy mpe {0 | x € Xy A x € X,]

k,2a, 'The interscction of X, and X! equals by definition "the set

of x such that x is an element of Xy and x is an element of
X, .
2

n n-l
hc‘bo inIX‘ HDf (_HBXI) n Xn
j=

4,2b. The intersection of X where X is indexed from ! to n® equals
by definition 'the Intersection of the intersection of X,
where X is Indexed from 1 to n minus 1, and Xq 'o

fietuple
5.0a. (xu,xz) “of {xn,{xm,le}

5:2a. The ordered palr of'xﬁ and kzﬂ equamé by definition !the set
of Xy and the set of Xy and x, *.

5.1bs (xl'ngouogﬁn) "Df (.‘(I.J‘(z.-oixn-l‘) U {{X,.’Fz,n‘oé,x:n}}

5:2b. 'The n=tuple of Xps xi; etc., and xn' equals by definition
tthe union of the n minus I=tuple of Xys Koy €tCo, and Xy
and the set of the set of Xys Xy, €tci, and X i,




6.

Cartestian Product

6ulae Xy x Xp =g {(x5,%5) | %1 € Xj A x5 € Xo)

6¢2a. 'The Cartesian prodhct"of Xm‘énd Xzf.equals by deflﬁit!on "the
sot of ordered pairs of x; and x5 such that x| s an element
of x, and Xy Is an element of X2 '
n n=1

6.1b, Xl .Df (‘E'X;) X Xﬁ

™
jm]
6e2bs . 'The Cartestan product of'x.Wheré X Is Indexed from 1 to n!

equals by definltion Sthe Cartesian product of the Cartesian
product of X,where X is indexed from | to n minus l,and X, ',

Complcment

7elo CyX mpe {X | x € YA x & X} |

7.2, 'The complement of X with respect to Y! equals by definition
Tthe set of x such that x Is an clement of Y and x (s not an

elcment of X ¥, h

Subtraction

Bile ¥ = X myo CX

Ge2, 'Y minus X! equals by deflnition *the complement cf X with
respect to Y ¢, .

Relation Y,

O .
L &3

. H . n
9.1 R .Df {(_x'.xz':oo..xn) L (xl .’ngo‘:o.,xn):.'e.ex‘ A XC‘-'. 32]Y‘]

9¢2, 'Relation' equals by definition *the set of n~tuplés of Xys Aoy
etc., and x , (xﬁ.xz,aa.,xh). such that §§,,x2,:.»,xn) is an

element of X, and X I3 contained in the Cartesian product of V
where ¥ is indexed from 1 ton b, .




10.

11,

12,

Equivalence

10ele X~ ¥ ompe TK(K =X X Y A Yx(x € X = Thy((x,y) € K)) A

102,

Vy(y € Y = Tix({x,y) € K)))

'% is equivalent to Y! equals by definlition 'there is a K such
that K is contained In the Cartesian product of X and Y, and
for all x, x is an element of X only if there is a unique Yy
such that the ordered pair of x and vy, (x,y), is an element

of K, and for all y, y is an element of Y only if. there is a
unique x such that (x,y) is an element of K ¢,

Cardinality

1.1,

11.2,

n(X) =pe {x | x € JoAdo=lylvyely 2,00, nAn<a}A
3 ~X)

The cardinality of X! equals by definition Ythe set of x
such that x is an element of Jn’ and Jn is equal to the set

of y such that y is equal to 1, 2, etc,, and n and n is less
than infinity, and J, is equivalent to X ¥,

Function

12.1,

12.2.

12.3.

cp!X*?Y=Df {(%9) | 3K((x,y) EXAKCXxYAVIVEX

Alu(lv,u) € K))}

"The function, ¢, defined from X Into Y! equals by definltion
"the set of ordercd pairs of x and y, (x,y), such that there
is a K such that (x,y) is an element of K, and K is contained
in the Cartesian product of X and Y, and for all v, v Is an

clement of X only If there is a unique u such that the
ordered pair of v and u fs an element of K 1,

Through a function every element In X is palired with one and
only one element in Yo A value of the function ¢ is set
forth as p(x) and Is such that 9(x) = y where {(x,y) € ¢, i.e.
y is the value with which x is paired through . With
respect to g, X Is the domain of the function, D(p), and Y is
the Image space, l§¢), Tecs D(p) = X and i(p) = ¥, The range
of the functlon, R(yp), is that subset of Y onto which the

elements of X are mapped.
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14,

16,

Functional Composition

13:0, Frgme {{hx)) | g | X2¥YAf]Ys2Aan]|x+2A
h(x) = f(g(x))}

13.2. 'The functional composition'of f and g* equals by definition
Ithe set of orderéd palrs of x and function, h, a: x, h(x),
such that the function, g, defined from X into ¥, and the
function, f, dofined from ¥ into' 2, and h deflnod from X into
Z, and h(x) Is equal to f at g at X '

Sequence - .

Wale seq X mpe {(I,x) | TEJAXEXATD(p | J4XAT J~NANS®
{y | y=1, 2,000} Vo J ~Jd AJ =y [ Y™ iy 25000y DA
n < «}} 4

14.2; 'A sequence on X! equals by definition Ythe set of ordered
pairs of i and x such that ! is an elcwint of J, and X Is an
element, of X, and there Is & function,., such that ¢ defined
from J into X and J is cquivalent to N and H Is equal to the
set of y such that y Is equal to 1, 2, etc., or J Is equiva~
lent to Jq and Jn Is equal to the sot of y such that y is

- equal to 1, 2, ctc,, and n, and 0 Is less than Infinity ¢,

Power Set

L U

5. X% = of A I N34}

15,2, The powar set of x* equams by definlthon Ythe set of A such

. that A Is contaﬂned in x ',
NUH .:et | |
16:2. 'The nuﬂl set! equa]s by deflnﬂtﬁon Jthe set consisting of no

elements ',

7 - pe B N
& o = o
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& 17, Binary Opcration
17.1. © ' ZxZ-2weye {((x,y), 0 (x,y)) l do({(x,y) , O (x,y)) &

Jg PAQ | X2YAXmZx2ZAY=2)]
: 17.2. 'The oporation, (4, definod from the Carteslian product of Z
and 2 into 2! cquals by definition 'the sot of ordered palrs
b of ordered pairs of x and y, (x,y), and &) at (x,y),
[ ({x,¥), (x,y;), such that thero Is a function, p, such that
((2,¥), 0 (x,y)) Is oan clement of ¢, and ¢ defined from X Into
Y, and X is egual to the Carteslian pvoduct of Z and Z, and Y

Is equal to 2 ¢,

17.3. The valuc of thc binary operation, &, will be written x ¢ y
: and read ") of x and y',

13. Homomorphism
; 5 1ele B XY m. {(xy) | Sp((x,y) €EpAe | X+Y AR = i(e)

BT

I
P N =
X )
)
Padieid

Fam- P e
o P R LS . A
- - 7
E TR
m " >
Pl I8

(plxy) s2(x,)) € 9))) AVE(H | X x X2 X=TO(H) | YV

A WviWvy(olvy © vy) =olvy) 6 olvy)))))]}

18.2. The hcmomorphic mopping, 3, defined from X onto Y! equals by
definltion ‘the sot of pairs of x and ¥, (x,y), such that
there Is & function, ¢, such that (x,y) Is an cloment of o
and ¢ defined from X into Y and the range of ¢ is equal to
the Image space of ¢, and for all functions, Pys Py defined

from X into X only If there is a function, Ppo such that Py
defined from ¥ Into Y and for all ordered pairs of Xy and Xos
(xu,xz)’. (xm,xz) is an elcment of P, If and only If the

ordoered palr of ¢y at xy and ¢, at x, Is an elemeont of ¢,

and for all operations, (), & defined from the Cartesian
product of X and X Into X only if there Is an operation, @,
such that @ defined from the Cartesian product of Y and Y
Into ¥ and for all vy and for all vy, ¢ at ) of v, and v, Is

equal to ) of ¢ at vy and ¢ at v, 's




19.

20,

isomorpnism

9.1 o | X -oh,,f {(x,y) | @B((x,y) €EBAB | X+ YA Vxj(x) € X =

1%.2.

‘82 .

Vxy(x, € X A xy # x, 2 B(x) #B(x,))))}

'The isomorphic mepplng, o, deflned from X onto Y! equals by
definition tthe set.of pairs of x and y, (Xx,y), such that
there (s a homomorphism, B, such that (x,y) is an element of
B, and B definod from X onto Y, and for all Xyo Xy is an

elemont of X, only If for all Xos X, IS an element of X and

Xy Is not equal to x, only if B at Xy Is not equal to B at
' ' PR

Autororphism

20.].

20424

o | XX me {(6y) | Bx((xy) €axra [ X2V AY=X)]

'The automorphic mappling, a’, defined from X onto X' equals
by definitlon Sthe set of pairs of x and y, (x,y), such that
there s an Isomorphism, o, such that (x,y) is an element of
o, and o deflned from X onto Y and Y Is equal 'to X ¢,

R Y

3

EE KR G =8 TS &S O

T T I e T T



CHAPTER 1

INFORMATION THEORY
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Intultive Explication of Infc-mation

Information theory Is theory which characterizes information.
Information is a characterizatlon of occurrences. An»example would be
biological lnformatjon which is e charécterizatlon of occurences with N
respect to living organisms, The occurrences are characterlzedvby means
of categortes. Also characterizatlons of occurrences sometimes are them-
selves made Into other characterizations. An illustration would be
telegraphy in which a message characterized In terms of categories of
Jetters is made into a characterization in terms of categories of dots,
dashes, and spaces. In communication, moreover..whether the characteri-
zations ave of occurrences or of other characterizations, the concern is
with their transmissﬁdn; such Is the case, of course, In telegraphy.

‘Information?, however, takes on two different senses depending
upon whether there are alternatives in the characterization. In the
characterization, CsHg Is the formula for benzene!, there are no alter-
natives., F}om a noﬁ-semectﬁve point of view the characterization is

information. From a selective point of view the characterization is not

mﬁfbrmmtﬁon, since there are no'alternatives. There Is no uncertéinty.

In the characterization, Ycancer is either rélated ‘to smoking or is not
so related!, there Is an alternative. From a selective point of view
this cheracterization Is information. There it uncertalnty, because not
all odcwrfences ¢an be characterized by means ‘of one category of the two.

. It should be patent from this intuitive explication of Infor=

~matfon that information theory has been extended beyond its carliest




formulation. (n that formulation the purpose~of¥information theory was

¥ set up a quantitative measuré whéreby the capacities of various sys=

tems [In electrical communication] to transmit information may be come

pared”a] In 1ts more recent formulations information theory has been

- extended beyond quantitative measurcs and even beyond sclective Informa=

tion theory within a communication context.2

g3

In the development of Informatlon theory to follow, information

Is taken In a selective scnse and within in a communication context,

There Is, however, an extenslon beyond quaniitatlve measures. Such a

development requires at least an Intultive explication of probability,

Intultive Explication of Probability

1% = " ey SR
3 = i T SR
T s T T g

Probsbitity theory Is mathematical theory which characterizes

frequencics of occurrences with respect to classifications, l.e. sets of

categories. An occurrence Is sald to be at a category of a classifica-

3

tion, -if it Is assigned to that category. The probabllity that 2 given

Ll

occurrence can be so assigned represents the rzilo of the frequency of

occurrences at that category to the frequency of all occurrences at every

%

category of the classification.

| 'Ri V. L. Hartley, "Transmission of Information," Bell System
chrizal Journal, Vol. 7, 1528, p. 535. -

2Donald M. McKay, "The Nomenclature of Information,' Cybernetjcs
ed, by H, von Foerster, ﬁew York: Josiah M. Macy Junior F;undat[on, *
1951, ppe 222-235,

10




Notations

5@ ; 1. ¢ or any indexed c will be used for a category,
‘ - 2+ T or any Indexed C w!i! b; used for a classification,
(B 3« Cor any indexed C will be used for a family of classifications.

e p will be used for probabllity.

Development of Information Theory
1. Classifications

lile Simgle Classification

m
- i=1 R
T.7:2, 1€t equals by definlition !set of c; where

¢ Is Indexed from
Ttom?,

142, Joint Classification

le2.1. With Respect to Two Classifications

1e2.1.1,

Ciy ¢ {c‘j | ¢ = (ci,cj) Acp€C, A ¢ €,

le2.7.2, ﬂchﬂ equals by definition 'set of cU such that cU is

equal to the ordered palr of ¢, and'cj, (cr,c ), and c, Is
an element of C; and < Is an element of C; ' '
le2.1.3. €y can'be-represented by an m by n matrix, where cij Is in

the i=th column and the j=th row.

1¢2.2. With Respect to n Classifications

le2,2.1, ¢, , = {c | ey o 2 (C; 4C: peaeyCy )
“n”z"'“n Df iliz...ﬁn AI]IQ...EN it. iz’ ’ ln
A R ¢; € cﬂ }
J=1 j J
1.2.2.2, 'cI boooil ! equals by definltion !set of € 1....] Such
1°2***"n 1°2°°*"n

that 1 touil Is equal to the n=tuple of €;.» Cp » otcs,
1'2°**"n 1 2

"

rrrrr



2,

and ¢; and the conjunction of: c¢; s an element of Cj ,
n

where the varfable of the conjuncts is Indexed from 1 to
nt,

102:2:3. 1t is difficult to represent in matrix form a joint classi=

1.3,

1e307.

flcation of more than two classiflcations.

Conditional Classification of One Classification Given Another
Classification

clﬂJ 0§ {°l|j | crfy = (c‘lcj) Acp €C A c; € ¢}

13,2, ICIIJN equals by definition !set of c; j such that clﬂj Is

Te3e30

equal to c; gliven ¢; and ¢y is an element of C; and ¢; is an
clement of CJ L

can can be represented by an m by n matrix, where ciﬂj is
in the i=th column and the jeth row.

Classiflications and Probabllity Distributions

210
2.1.1,

2:1e2,

Probabliity Distribution Defined on a Classification

plc-»v-bff|f!c—»vwci(c,ec»f(c,)gm

j
Flog) + Fle)))) A £(2) = 0 A Yoo =1

'\ﬂ::i(cl € cach(cj ECAI #J] < Nne =¢‘A t"(c:,ﬁ ch) =

Ip defined from C Into.the set of real numbers, V,! equals by
definition *functlon, f, such that f defined from C into V
and for all ¢y, c; Is an element of C only if f at c; is

greater than or equal to 0, and for all ¢j, ¢; Is an element
of C only If for alil Cjs Cj Is an element of C and i is not
eqyaﬂ to J, only if the intersection of ¢; and < is equal to
the null set, &, and § at the union of ¢; and cj is equal to
f at c; plus f at cj,,and f at § is equal to 0 and f at the
union of c; whegg»ﬁiyvaries over C Is cqual to 1 ¢,

12
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2.2, Relatlonship Between p | €y +V, p [ C; +V, andp | Cy >V

2,21, If p | C,; VY Is glven, then p | C, +V can be determined,

2:2.1.1.  For example, to dotermine p(c;),
n .

P(cl) = ZP(cpcj)
J=l

2:2.1.2, It can be shown that {(c,v) | ¢ € €] A v = p(c)} Is 2 probw=
ability distribution defined on C. MHence, p | Cyg =V

determines p | C, =+ V,

22,2, Similarly to the development under 2.2.1: If p | iy Vs
then p | Cy » V can be determined,

2¢3: Relationship Bétween p ﬂ C” =+ V and cm ﬂJ

2.3.1. If p | Cyy 2V Is given, then conditicnal probabilities for
each element, of C” g can be def ineds

2:301.1. To dpteﬁninc p(ci ch)..

(cisci)
Plerlep) = S0y

2.3:2, The function defined by {{¢,v) | ¢ € CII.J A v = p(e)} Is not
' a probability distribution defined on tMJ, since If the

other requirements of ‘the definition In 2.1.1 are mat
p{ U ¢c)>1. .

2.3.3. Probability distributions cen be defined for ecach classifica-
tion of a family of conditional classifications.

23300 Cypy e (65 | €5 = Lleglep) | oy € c,}};ai

20303024 'cnﬂJﬂ. equals by definlticn 'famnty'of bj such that cj Is

13




equal to the sect of c; glven c§ such that ¢; Is an element
of C, where C Is indcxed from 1 to n ',

2,3¢3+3. For fixed j, it can be shown that {(c,v) | c € C; A
v = p(c)} is a probability distribution defined gn Cj'

Ze3+3¢3+1s Thus, associated with cach €y, Is @ cHlJ with n cj's as
clementss Cach Cj has a probability disiribution which
is derivable from qu'

=3

2.1te Stochastic independercc of Two Categories

2i01,  If pcy) = p(cnﬂc]), then ¢ and c; are sald to be stochas-
tically independent,
2.2, If ¢y and cj are stochastically lndependent, p(cilc]) -

P(ciocﬁ).
plc;)

p(cy) - p(cj), since ;(cilcj) -

Information Function

sy X

3.1. Suppose an occurrence in C at some ¢ of C Is under considera=
tion, where p I C 2V, Further suppose that a number is to be
assligned to an occurrence In C, then H(C)? indicates the uncer=
talnty assoclated with that occurrence.

3,1.1e It can be secn that If H(C) Is a measure of the uncertainty
of an occurrence In C, then it Is an cqually sultable measure
for the informatlion In an occurrence in C.

5¢1e2. Moreover, if p(ci) 15 greater than p(cj), then there is less
information in an occurrence at ¢; than In an occurrence at
cj, since therc was greater certalnty that there would be an
occurrence at c;. Thus, each ¢ contributes more or less

l?fgrmatlon (uncertalnty) to an occurrence in C depending on
35 O :

3l(x) 1s the usual notation,

11
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3.1.2.1. The amount of lnformatnon in an occurrence at c will be
represented by f(p(c)] and four assumptions will be made
concerning fip(c)].

3.1e2.1.1. The amount of information In an occurrence at ¢ wii} by
a real number which depends only upon p(c) and not on the
probabjlitics of the other categorics.

SeleWle2s Fp(c)] will bo a continuous function of p(c).

J¢162:1:2,1. The bosls for this assumption Is that a smail change in
p{c) should change only slightﬂy the uncertainty of an
occurrence at ¢.

Sele2e143. If ¢y and ¢, are stochasticaily‘ﬁndependent. then the

probability that there Is an occurrence at c; and an
occurronce at ¢j Is plc) » p(cj). The amount of infor=-

mation in such a joint cccurrence Wwill be the sum of the
o ameunt of information In each occurrence, i.e.

flplcy) « ple;)] = £lplc;)] + Flp(c;)]

3e1:2.1.3.1. The basis for this assumptlon Is the following: pro=
vidod that occurrences at ¢; and ¢; are independent of
one another, If there are- 3 units of Information in an
occurrence at ¢; and 2 units oi information inan occur-
ronce.at ¢,, then thére should be a ictal of 5 unity of

. informetion. In thelr joint occurrence.
Sele2ille £1E) = 1

3ele2.d.kt.1. This assumption fixes the scale of the measure f and
wlll be justnflea ﬂater, '

3.2 Glven the four assuiptlons under 3.1.2, the form of f[p] for
any probabllity, p, can b¢ derlved,

3¢2.1. The relationship f[p'] = nf(p) holds for all real n.

Je2elels If n Is an Integer, repuated appmﬁcatﬁons of the formula
e in 3.1.2.1.3 yieids co

flp“J = ﬂf[p]

15




5:2.1.2. To prove the statement in 3.2.1 for rational numbers,'%,
tet g = p™M (" = g™, Then by 3.2.1.1

F™M = £ = (e = M = Beg

Je2:1.3. To prove the statement in 3.2.1 for all real nhumbers, w,
recall that for any w there are rational numbers arbitrarily
close to w; hence by the assumption of contiaulty

‘ fp¥) = wf(p]
3¢2.1lt  Assume that (3)¥ = p. By 3.2.1.3
f] = FLEY = whz].

Since p = (})¥, ,

47
u m’

log, p = Tog, ()" = w log,(3) = = w.

Hence,
We e ﬂog2 Po
Also by 3.1.2.1.4
Flp] = wf(Z] = = logy p.
3¢2¢1.4.1., Thus, we have the form of the expression for the amount

of Information In an occurrence at ¢ with an a priori
probabliity, p(c).

o R NN N

3.3 The total informatlion assoctated with an occurrence in C at
some ¢ is defined to be the welghted sum, l.c. the expected
value of the informatlon In an occurrence at cach ¢ in C:

n .
H(C) =pg = Z p(c;) log, plcy). (%)

j=1

i

"Now 3e0.2.1.4 can be justificd. Consider the slmplesi'bééur-
rence: an occurrence in C, where C = {c],cz] and p(cu) u p(cz) = 4, e.g.

the flipping of an unblased colni In this case, H(C) = % log, 2 +

% logy 2 = 1. Thus, H(C) has beer defined so that the simplest occurrence
has ono unit of Information {cne blt) associated with it.

16
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3e3.1. Slncs
- 1og, ple) = ﬂooz 0]

it is also true that

{l ]
H{C) = 'é' p(c‘) log, m

& Information In a Jolnt Classificatlon
4.1. Let €,y be glven, and let the motrix

p(cl,ci) PR p(cl,ca)

p(qm,ci) PR p(cm,c')

be such that p(ca,c ) s the probabl!ﬁty of both an occurrence

at ¢; and sn occurrence at cj. lee. the matrix Is the prob-
ability distribution defined on C, .

holsds The Informatlon assoclated with an occurrence in cM at some

¢ Is defined similarly to the dofinition In 3.3.
m n

H(CN) "of ™ IEI JZ P(%ﬁj) 3093 P(cpcj)

4102, H(C,) and H(C ;) can be derived from the joint probability
matrix.

liile2.1s From probabliity theory If J is fixod,.

P(C') - 'z P(cpcl)
=]

and If | is flixed

plcy) = ) plegscy)

J=l
17




b, !
‘ﬁ he1.2.2. Since the probabillity distributions of Ci and Cj are both
E obtainable from the joint probability ¢ seribution, H(C)
i and H(C;) ore deriveble a)so. |
‘ y .\ i
H(Ey) = = L pley) togy ple;t §
i=] -
@’ n o ﬂ !
= L [(Z JOH)Y logz(z JON f
=1  j= ‘ J=1 l
i n 19
b~ Cy) =~ p(cj) Yugy plcs) !
i J= j *
i n m E

m
2 z [(izl p(cl,cj')) '°92(i; p(c'.cj)).]

S
5 [Information In a Conditional Classification

5¢1s let Cy; and cﬂﬂd be glven, and lot the matrix

p(;mlC{) ¢« o o p(cmi::;),

be such that P(ﬁglcj) I5 the probabllity of an cccurrence at ¢
glven 93.

i .
; Selele The Information associated with an occurrence in c,’J at some ¥
i c is defined to be the weighted sum of the appropriate cone

ditional probabilities,
m n

g
B
§
¥
P(::,icf) o oo p(culf‘") ﬂ
i
g
B
i

H(cylcy) =p¢ '?:' le‘ﬁ(c;.cj) Tog, pley|cy)

5¢1.2, H(C)[C)) can be dorived from the jolnt probability matrix.

18




6.

501.2.1. From probsbillty theory

- ’
ple;le)) = plerscy)
. P(cj)

5¢12.2, From 5:1.2.1 and 4,1.2.1

n” ™ ! p(cl.c’)
H(C BCJ) ‘Z‘ JZ p(cﬁ,cj) log, —-——-Lp(cl)

plc;yc))

l; J-}-:l Plesey) Tosp 5

(c;pc7)
= P i*¢;
5¢2 Let Gy, and CJ“ bo given, and let the matrix

/P(cl cy) + « o plegley)’

\ . ‘

\p(c'ﬂc) .o p(c'l::

be such that p(c; ﬂcﬁ) Is the probabl“ty of an cccurrence at c:j
glven Cie

5:2.1. H(CylCy) can be developed as H(Cy|C,),

Max imum Infomatﬁon ina Nassiﬂcation

6.1s Lot C be a ngen classification and let {Pﬁmc <+ V} be & set

of probabllity distributions defined on C. Let H,(c) be the

information associated with an occurrence at some ¢ in C with
respect to probabllity distribution p;|C = ¥: :

6.1, max H(C) =ne MAX {H'(C)]’m

i=]




7. Sharcd information Function
7¢1. The following fundamental relationships hold among

H(C)), K(C,), nic fc ), H(c,lc,), and H(C, ):
H(C)) + n(c le,) = H(C, )
H(C ) + u(c,[cJ) = H(C, )

7elels Flgure | explicates the relations in 7.1.

ey uleyey) | Tle,ey | mlcglep)  miey)

L H(c; )

Fﬁgure‘l

7.2, The information shared by Cp and G, T(ci,ﬁj), therefore, is
defined as follows:

7o2:1.  Since according to 7.1 1(C;,) = H(c%) + m(cdﬂcm), two alter=-
nate expressions for T(C;,C,;) are as follows:

T(C;,Cy) = n(c,) - H(CJECi)
T(C,,C)) = u(e,) - H(c,ﬂcJ)

20

- WS N Eas




ED

e o e 2 e e e
R o I S T R S EEAUEYs
i “ e
Pl )

“ s iy
L
o N . . - .
3 3 B 4 3 o

'
|

S.

7+2.2, Figure 1 2lso expli:ates the rolations In 7.2.

Multivariate Analysis of Information Functions

8émo

8620

To extend the analysis of informaetion theory to the case of
three or more classifications the following generalizations of
the Hefunction and T=functlion are introduced:

H(C ) =
IIW2000BM Df

mm mz Y mn

1
Z p(cm €] sesesCp ) log
ﬁmamglzm.ooi,ﬁn"m l 2 n p(c"’c‘z"“,c!ﬁ)

T(c"’chQQOO’cln) =Uf

H(C|‘) + H(c|2) ¥ oee u(c|n) - H(c,l|2‘_“n)

.f(@ c sveyl ) =
nmlz".mm, JszQ‘OJn. ’ KWKZQ..Kq Df

H(c )"'Hc | ‘l'ooo 'PHC -
bylyeeel, ( J,Jz...Jn) ( KIKZ...Kq)
H(C, 4 .. |
Cryrgesatndydyeecd K Ky k)

Tefunctions of different orders which measure the interaction
between classifications now can be defined.

e e

8.2.1. Twfunction of order 1 is dofined as follows:

T(C)) = H(Cy,)

8:2.2. Tefunction of order 2 is deflned as follows:

T(Cl‘,c,z) =Df H(cl‘) + H(c|2) - H(c|'|2)

21 .



8.2.3. T-function of order 3 is defined as follows:

T(c".C|2,C!3) 0§ = H(C‘l) - H(Clz) - H(C|3) + H(C|'|2) +

T

T-function of order & is defined as follows:

T(cl],C|2,cl3,clu “0f H(C|‘) + H(clz) + H(C|3) + H(clh) -

I W Mg

A TR R R L CWREL R E
H(C|3|h) + H(c|1|2‘3) + "(cl'|2lu) + H(cll'Blh) * H(C|2|3|u) -

H(cC )
Ce2.b51, T(c'l’c' Cy ,clh?;for example, can be represented by the
2 '3

shaded areas in Figure 2 and is the information shared by
these four classifications.

i PO ik B, 0 e -t o
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8.2.5.

80 30

T-functlion of order n is defined as
n

i}

T(Cil,usz,b..,cln) =0 ("])n i%] H(C“) +

1) i(c oo + (=1) H(C
(-1) 1$£§L"1 Cppad + oo+ (D UG, )
25jsn
1<j

A BeTunction which mcasures the effect of one classification

upon the relatedness of other classifications can be defined as
follows:

B(c"chJZ‘"Jn) =Df T(cl,CJ!) b T(C|,CJ2) * eoe ¥ T(cl’an) -

£.3.1.

8.3.1,

T(cl’chJz...Jn)

in order to consider a multiple entry in the place of Cj In

the B=-function, analysis would have to consider all possible

relations of these entries to those on the right of the

comma. Thus, for the two=entry case, the following would

obtaing

B(C c ) =pe T(Cy ,C5) + T(Cy ,C3 ) + ouu +
€1 1,9C000,0009, ) f T(Cy € ) + T(Cy 40y )

T(C;.,Cy ) = T(Cy € + T(Cy ,C, ) + T(C, ,C, ) +
(€085 = T80 0,00 000 * T(Ch,0C ) + T(CY,C0 )

ee +T(C, .. ) = TF(C, .C. ) +T(C, , ,C. )+
1,°%, 15 C8) 00 00d, 141,°%9,

T(Cy §,0Cg.) + ooe + T{C 1,85 ) = T(Cy ¢ ,C
(€4 ,1,:C4,) PO ,0 ) = Ty 000000,0000 )

1« It is clear that the number of terms Increasc rapidly as
the number of lcft entries incroase. The feasibility for
using the B=function for anything over the flrst or second

entry function, thercfore, is questionable.
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Intultive Explication of Digreph
Digraph theory Is mathematical theory which characterizes
between pairs of points lincs which can be directede Flqures can be

utilized to explicate Intuitively a digraph, as in Figure 1.

S N, S
2/\ £ 3
A d :
Figure 1

Flgure I was constructed from polnts==s;, Sps S3» Sps ss-nand lines, some

of which are arrcws. [In the figure the palrs of points which can be

considered are as follows: 51590 51530 Sy5) 1859 59530 SySie S9Scs
5354, SaScs and 5iSge The following pairs do not have lines between
them: $Sgy Sy555 S35, and s;Sc. ss; thus, has no connection with the
other points. In the case of $1S9s $15,, and 5555 the lines are arrows

and so establish directed connecticns between the points of each palr.

dn $45, and S983 the dlirected connections are direct, since there is only

one arrow from sy to s, and from 59 to 53. in 5153 the directed

2L;
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conncction Is indirect, since there Is more than onc arrow from sy to Sg.

Cetween S3 and sy there Is a line thot Is not an arrow. Apparently there

Is no diracted connection. A dircctoed Vine between 59 and S),0 however,

will be assumed, i.c. there arc assumed arrows from S3 OF §) or both.

The result of such an assumption is the treatment of graph theory within

the contoit of digraphl theory, Intarchéngeabﬂe usage of the terms,

tgraph theory! and °digraph ‘hoory!, therefore, Is permitted.,

2.

Notation§

G or any indexed G will bc used for a digraph.
s or any indexcd s will bo used for a polnt.
S or any indexed S will be used for a set of polnts.
(x,y), where x and y arc polnts, will be used for a linc directed
from X to Y.

Devclopment of Digraph Theory
Finite Digraph
lele G =pg (S,R) | S = {s"}?ﬂ ARCS xSAVsp(s; €S (sq,5) £R)

1.2 'G! equals by dofinition 'the ordered pair of S and R such that
S is a set of s; vhere s Is indexed from | to n, and R Is con~

tolned In the Cartesion product of § and S, and for all sy, s¢
"Is an element of S only IF (s;,s;) Is not an element of R %
Gamma Function of a Point

2.1. Since every birary relation is a set of ordered palrs, the
rclations of a digraph can be explicated as a mapping (not .

I‘Dluﬁ Indicatas that thc graphs consist of directed lines.

25
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necessarily singlo valued) from tho sot of points of the
digraph into Itself,

2,11, T (s) = {s’ | (s,8) € ﬁ} (2)

£3 ™ 2 £

s \ 2.1.24 'Gampa, I'y at 5¢ cquals by definltion 'sot of s’ such that
|| (sy5°) Is an clement of R 2,

2,2, In Figure 2,T (52) Is the set consisting of the polnts sy and
S3» {s',33}3, since directed lines, (52,53) and fs--si) are in

? ﬁ, , s,
‘ f—“ the graph.
5, \ S
/N g 3
N/ Y
sy Sy >~ 55

Figure 2 )

2.3, Stated loss formally, I’ (s) éo:;slsts of all s’ such that there
is a directed line from s to s°.

2:3.1. TI' Is sald tomap s Into I (s).

ZBacause the gainma functlon and all functions derived fyom it
are characterizations of the relation of a digraph as a mepplng, a
digraph with specified set and relation will be assumed.

Ihis is not to be confused with the ordered pair of sy and $3s
(51353)0
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Inversc Gemma Function of a Foint

3.1« It Is possiblc to charvsturize aﬁaiytﬁcally-thc sat of all
points which arc connected by a singie line directed to 2 .given
pOihto

Er]oio'.f (s) -Df {5' u (S"S).é B}. :

3.1.2, IGomma Inverse, T, ot s' cquals by definlvion tsot of s’ such
that (s’,s) 1s an olement of R !,

3.2. In Flgure 2,?“(52) Is tho set consisting of sy, ‘[s‘]'. since
(sm,sz) is in the dlgraph.

Gamma Functlion of a Sot

he1. By generallzing tho gamma i;unctﬁon of a point, one can defino
the set of all polnts which are joined tv a glven set by a
directod line from that sct.

holde T(S) mpe {s’ | Ess€ 5 A (s,8') €RAS" £8)]

b.1.2, ‘Gama, T, ot S' oquals by definition 'sot of s’ suck that
thore Is an s such that s Is an clement of § ond {5,s°) is an
olement of R and s’ Is not en elament of S O,

4,2, In Flgure 3, I‘([sz,sg,sg}) o {sl,se], since s3 € S A (53.3') €R

A 34
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Transitive Closure of a Point

5,1 There Is a directad path ¥rom cie polnt to another, Lf
there Is a sequence of directed 1ines such that one can
trace along this sequence by following the directlion of
the arrows. '

5¢1e1s There is a dirccted path from si to sy In Figure 3,
since thore Is a sequence of directed 1ines such that
one can trace from s, to S5 to sg to 54 by following the

direction of tho arrows.
6.2, The definlition In 4,1s1 makes it possible to charactorlzé

aralytically the occurrence of a directed path between two
poﬁnts. ) -

5.2.1. In Figuro 3 the sot of all points to which there is a
directed path fr~ polnt s can be specified,

S5e2slele T (Sh) = {32953,55}
5021020 T2(s) = T (T (s,)) = T ({5,55:5c}) = fs},561)
5.2.1.3. T3(sy) = I ((sy)) = T {3,56} = {3}

BeZs2, Recélllhg the characterization of directed path in 5.1,
it can be scen that the points contained in I' (sg),

T2(sy), and I'3(sy) are all the points to which there is
a directed path from Sy Hence using the seot theorett;
operation of union, T (s) U rﬂ(sh)iu rs(sh) Is the set
. to be specified In 5.2.1. . .
5.3, The examplc under 5.2 clarifies the following Inductive

definlition of gemma | of a point where 3.1.1 Is the basic
stgp'and the following is the Inductive stop.

5.3.1. TH(s) mpe T (P1"V(8))

5e3e2. tGamma i, Fm, at s! ?quams by definltion 'gamma, [, at
gomma | minus 1, ri=l, at s 8,




bt ror g s

6.

5.4 Following the example under 5.2 ths set of all points to which
there is a directed path from a point, the transitive closure
ofia point, i5 defined as the union of the gamma i's of ths
point,.

Suisls Ty(s) =y ib"l ri(s) (1)

5,442, 'The transitive closure, I'gs at s! equals by definition Vthe

union of gamma i, Pﬁ, at s where I' is indexed from 7 to
Infinity, = 8,

5¢5¢ Hence the statement, !s’ € I';(s}!, is read "s’ is an element of
the transitive closure of s,' but can be Interpreted as
follows: there Is a directed path from s to s’.

Inverse Transitive Closure of a Point

€.l. The Inverse gamma function of a set characterizes the set of
points from which there is a directed line to the set.

Bolols T (S) wpe {s’ | @s(s € S A (s',s) €R A s’ £5)]

6.142, 'Gumma Inverse, I, at S! equals by definltion 'set of s"such
that there is an s such that s Is an element: of S and (s’,s)
Is an element of R and s’ Is not an element of S 9,

6.2. The set of all points froi which there is & directed path to a
glvan point can be defined as follows.

6.2:2, ‘The Inverse transitive closure,'rb, at s! equals by definition

Ithe union of gema Inverse I,'T”, at s where T' 15 lndexed
from 1 to infinity, » ¢,

6.3, Hence the statement 's’ G'ﬂo(s)' is read s’ 1s an element of
the Inverse trans!tive closure of e, bwt'caw be Interpreted as
follows: therzs Is a directed path from s’ to s.

hT“(s) is defined as I’ (s).
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7« Reciprocation of a Digraph

7+.1s The reciprocation of a digraph is a digraph in which each one=

70]0‘0

1e1e26

way relatlon is roplaced by a two-way relation,

* mpe (5/,R7) | 87 = S A V(sg,5,) ((s),3,) €R =,
(s1255) € R’ A (s,,5,) €R')

'Reciprocation, *, of G! equals by definition *{S’R’) such
that $° Is equal .to S, and for all (sl,sz), (51,325 Is an

element of R, only If (sy,s5) Is an element of R’ and (s,s))
Is an element of R’ 1,

8. Semi=transitive Closure of a Polnt

8.1, There Is a seml=path from one point to another, if there Is a

8.]0“.

sequence of directed lines such that one can trace along thls
sequence elther by following or ignoring the direction of the
arrows, ,

There Is & semi=path from so to Sg In Flgure 3, since there
Is a sequence of directed lines such that one can trace

-against the Indicated direction from s, to s, and with the

indicated directlion from sy to sg.-

8.2, The seml=transitlve closure of a point Is defined so that the
notion of a seml-path from a point may be made precise.

8e2.1, 20(5) BDf {SI n 5"6 RJ*G(S)} 7 (5)

8s2.2,

"Semi~transitive closure, I, at s! equals by definition

Iset of s’ such that s’ is an element of the transitive
closure, I'y, at s with respect to the reciprocation, ¥,

of G,

8.3, The statement 's’ ¢ T, (s)? is read s’ is an element of the

semi-transitive closure of s, but can be ;mterpreted as
follows: there Is a semi=path from s to s’ '

swhemever a functlon Is taken with respect to a digraph which
differs from the understood digraph, that function will be appropriately

Indexed,
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9. Affect Function of a Digraph

=3

9.1. The set of all directed lines which form directed paths from a
given polnt tc points in the digraph is d-veloped below.

9¢lele Recall the example in 5.2.1,

T2

9:lelale T (sq) = {52,53,55},sﬁnce (su,sz), (54,53), and (sh,ss)
were in the dligraph.

=3

9.1.1.1.1. Denote the set {(su,sz). (54,53), (54’55)} by A(su).
This is precisely the s¢t of all lines directed from Sy

< ]

At g o T ST e T T R T T N R T T T S T e E T e Y
W TR =Y L L e R R Or S B
iy i T T P o

91,142, Fz(su) e[ (D (s#)) = I ({52,53,55}) = {51’56}' since
(SB,SH) and (55,36) were in the digraph.

9:1.1.2.1, Denote the set {(53,51), (55,56)} by Az(su). This is the
sot of all directed lines one step removed from Spye

90ﬂo1030 Lilkewise AS(SQ) = {(56,57)}0

9elololts |IF Ao(sh) now denotes A(sh) ) Az(su) ) A3(su), it Is scen
that 4,(sy) Is the set of all directed lines which form
directed paths from sy, to points In the digraph.

9¢1.2¢ The example under 9.1.1 [llustrates the definitions given
below.

91210 A(S) =y {(s’,s) | as’(s” € S A (s'ys) €R)}

9.1:2,2, *Delta, 4, at S! equals by defipition !set of (s’,s) such
that there is an s’ such that s° is an clement of $ and
(s’,s) is an clement of R ¢,

912430 AE(S) ’Df {(5',5) ﬂ (S',S) ERA ﬂsiﬁ((sﬁlsl) € ASQUQS))}

9.1.2.4, Declta i, AI, at. S! equals by definition !set of
(s’,s) such that (s’,s) is an element of R, and there Is an
s” such that (s",s’) Is an element of delta’l minus 1,

Am'],\at s,
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9.142.5. B,(S) =pe "(_3] al(s) (6)

9.1.2.6. 'Affect function, A,, at S! equals by definition !the

unlon of delta i, Al, at S where A Is Indexed from | to
infinlty, « 1,

Distance Between Two Points

10.1. The distance between two points of a digraph Is the shortest
directed path from one point to another.

100000, dls;,8,) =pe 1 | s, € T(s) A V35, € T(s)) = 1 <))

10,1.2, ‘'Dlstance, d, a% (su,sz)' equals by definition !l such that

sg Is an element of gamma i, F', at sy, and for all j, s,
Is an element of gamms J, IJ, at sy only if i is less than
or equal to J 1,

Diameter of a Digraph

11.1. The diameter of a digraph is the maximum distance between any
two points of the digraph.

11.1.1, DB =Df max d(s,s')
S€S -
$° €S
11.1.2. 'Diameter, D, of a G' equals by definlition 'maximum dise
tance at (s,s’), max d(s,s’), where s varies over S and s’
varies over S !,
Types of Digraphs

12.1. A'complate digraph Is a digraph. contalnlng all possible
directed lines,

1210, B =pe G | Vsils; € 5= ¥s,(s, € S =, (s,5,) € R A
(5205]) € R))

12.1.2, 'Gc' equals by definition 'G such that for all 5195y is an
element of S, only if for all Sy» S, Is an element of §

QA](S) is defined as A(S).
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g only if (s),55) Is an element of R and (sy,sy) is an element
of R ¥,
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12.143. Figure 4 is a complete digraph of five points,

N
$ :

)

A R R R R 0 SR Al s s T

SI 55

'Fmgure b

m!
o

12,2, For any two points in a strong dﬁgraph, thcre is a directed
path from the First point to the second point and a directed
path from the second point to the first point.

st

R T T T A T TR
e TR e

12.2:1, Gg =pg 6 | Vsy(sy € S = Vsy(sy € $ = 5y € T(sy) A sy €

Tolsy)))

12.2.2; 'Gg' equals by definltion 'G such that for all sy, sy is an
element of S, only If for all sy, s, is an element of S only
if s, is an element of the transitive closure, Iyr 8t s,

and Sy is an elemont of the transitive closure, Fb, at s, LR

12.2.3. Both Figures & and 5 are strong digraphs.
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Figure 5

12,3. For any two points in a unilateral digraph, there is either
a directed path from the first point to the second point or
a directed path from the second point to the first point.

12.3.1. Gy =p¢ 6 | Vsy(s) € S = Vsp(sy € 5 =, 57 € Tylsy) V
s, € I )(s))))

12.3.2. 'Gy' equals by definition ¥G such that for all Sj»51 is an
element of $, only if for 21l sy, s, is an element of S only
if either sy Is an element of tﬁe transitive closure, I,, at
Sy Or S5 is an element of the transitive closure, Tos at sy b

12.3.3. Figures & and 5 are unilateral digraphs which are strong.
Figure 6 is a unilateral digraph which is not strong, since
there is not a directed path from Sy 0 Sye

s s
2 > 3

v,
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Figure 6
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12, In a weak digraph there s a semi-path connecting every two
points.,

s
e’

12010 Gy =pe G | Vsy(sy € S = Vsp(sy € S = 51 € Zy(s9)))

12,4,2. 'Gw" equals by definition 'G such that for all Syv Sy Is an
element of §, only If for all S9» Sp 5 an element of S only

if 53 Is an element of the semi~transitive closure, I,

12,5, A disconnected digraph 1s one whose polnts can be divided
into two sets such that there is no connection between the
two sets, '

e W}

]2050]6 GD "Df G l ZSIESZ(SI U 52 s S A 3m N 32 = ﬂ A VSI(SIE 5n =
V52(52 € SZ = 5m SE 20(52))))

12.5.2, Gy equals by definition 'G such that there fs an Sy such
that there is an‘Sz such that the union of SI and 82 is
equal to §, and the intersection of Sy and S, is equal to
the null set, #, and for all sy, sy is an element of S
only If for all sy, s, Is an element of S, only If sy is not an
element of the semi-transitive closure, Eq. of S, by

12.,5.3. Figure 7 is a disconnccted digraph.

S2

3 sl}

ar - S o o um e

Figure 7

Meak digraphs are also called !connected digraphs?.
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12,6, These five categories of digranhs are not mutually exclusive;
in fact every completely connected digraph is strong, every
strong digraph Is unilateral, &nd every unilateral digraph is
wealk,

12,6.1. In Figure 8 the relationships among the five categories are
illustrated by the use of a diagram,

_ .- disconnected

~1..- wealk

1. unilateral

1- strong

. complete

Flgure 8

13, Hutually Exclusive Categories of Dlgraphs

13.1s It can be scen from Figure 8 that the following five sets of
digraphs are mutually exclusive: 1) disconnected digraphs,
2) digraphs which are weak and not unilateral, 3) digraphs
which are unilateral and not strong, &) digraphs which are
strong and not complete and, 5) complete digraphs.® Deflini-
tions of 1 and 5 are stated in 12.5 and 12,1 respectively,
Definitions of 2, 3, and 4 are stated on the following page.

F;clll ol | e ) e

8This statement is a theorem, but the proof, which iavolves
rather straight-forward manipulation of the definitions, hss been
omitted due to its length.
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13.142,  'Strictly weak digraph® equals by definition 6 such that G
is an element of the set of Gy and G is not an element of

the set of GU LR
i3e1:3¢ G =0 G | G € {B,} AG¢ {6¢}

13.1.k. 'Strictly unilateral digraph! equals by definltion 'G such
that G is an element of the set of GU and G is not an elew

ment of the set of Gg .
13.15 Ggg w6 | G € {6} AG ¢ {6)

13.1.6. !Strictly strong digraph! equals by definition 'G such that
G is an element of the set of Gg and 6 I< not an element of
the set of Gc ', ‘

14. Dlgraph with Relations Removed

14.1. Starting with a digraph 6 = (S,R), the digraph resulting from
removing a set of directed iines, Ry, may be represented as
follows: (S,R-Ry)

. b

2{6r] will be used for the set of all digraphs of type, T. The
complete set theoretic characterization of this set is {G | G6y(C = Gp)l.
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CHAPTER 1V

THE SIGGS THEORY MODEL




Nature of the Model

The S1GGS Theory Model consists of a group of related terms. The

terms are related so that some are primitive or undefined and the others

3

L are deflineds Primitive terms are required to prevent clrcularity. More-

over, all the defined terms arc defined through primitive terms or

deflined terms which alrcady werc defined by means of primitive terms.

A

X fé Since the terms are characterizations with respect to a system In general

and not with respect to only one kind of system, e.g. @ biological one,

€2

i the theory model can be sald to be a group of related characterizatlions

£33

about a genecral system.
'SIGGS! indicates that the characterizations were developed from

sct theory (&), information theory (1), graph theery (G), and general

systems theory (GS). Statcmental and predicate calculi as well as

algebra also were cmployed in the development. In Appendix | some

indication of how predicate calculus cnters into the model is presented,

Because set theory, information theory, and graph theory were

£33

utilized, advantages were gained. Development of characterizations about

a general system beyond thosc already developed became possible. Logico-

mathematical ideographs becamc availeble to give greater precision to the

theory model.
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Presentation of the Model
The terms arc presented as follows
1. citation of term which takes the form, n. cooy o

where 'n'! stands for a number which indicates order of presentation
toee! stands for a teorm
! stands for a symbol for the respective term

2, definltion of terms, unless term Is primitive, which takes thc forms,
2+1. natural language definition which takes the form, nele eee 1S cume

where '.1¢ stands for a natural Janguage definition
"eoo! stands for a definiendum
'eu.! stands for the respective definlens

242, loglico~-mathematical definition which takes the Form,
Ned =
0o o000 Df -wn

where %429 stands for a loglra-mathematical definition
'eng! stands for equals by definition

2e2.1. rcodoff of the logico-mathematical definition, which
translates the logico-mathematical symbols without cross
referencing the syntactical ones, which readoff Is indi-
cated by !,3¢ :
2.2.1.1, cross referencing of syntactical logico- ’
mathematical symbols to verbal ones which is pre-
sented In Appendix 101,

2.2.1, and 2.2.1.1 are included, because of the difficultics attendant to
the use of loglco~-mathematical fdeographs for those not versed in such

symbol Ism,
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universe of discourse, U
component, s

aroup, S

3«1, A group Is at least two components that form a unit within the
universe of discourse,

3.2; S'Df {si l lfgﬁl\ﬂsn/\ngz}

3¢3¢ 'Group'!, 'S?', cquals by deflinition $set of components, s;,

such that 1 is less than or equal to | and i Is less than or
equal to n and n is greater than or equal to 2 !,

characterization, CH

Information, |
5.1, Informatlion Is characterization of oceurrences.

5:2. | =p¢ CH | CH = {c | 2p((c,v) € p)]

5¢3¢ linformation!, 'I!, cquals by definition tcharacterization, CH,
such that CH Is equal to a set of categories, ¢, such that that
probability distribution, p, such that the pair of ¢ and the
real number, v, (c,v), is an element of p !,

5~1. selective information, I

5=l.1. Selective Information is Information which has alterna=-
tives.
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5¢1:2, g =pe | | dc(lc,v) EpAO<vAv<) (1)
f 5-1.3. 'Selective Informationt, "1g¥, equals by definltion
5, 'information, I, such thai there is a category, ¢, such
B that the pair of ¢ and the reci number, v, (c,v),
| is an element of a probablility distribution, p, and 0 is
] less than v and v Is less than 1 9,
§ 5«1«1. nonconditional selective information, I? |
N ~ 5«l=l.1. Nonconditional selective Information is seiective E;
N information which does not depend on other selective
{ | information, ‘
‘ f Swlel.2. lg cof ls ﬂ Hn(ﬂ zm I\IW cW m peol ) (m)
B 5wi=i.3. !Noncondlitional selective information?, 'Ig', equals
B by definition 'selective informatlon, lg, such that 0
i there Is an Integer, n, such that n is greater than ,§
or equal to 1, and § 1Is equal to the joint classi«

‘ % fication with respect to n classifications,
O [ LI
imﬂz...ﬂn

==

G=]=2, conditlonal selective !nformatﬁén, Ig

5=1«2.1. Conditional selestive information Is selective infor-
mation which depends on other selective information.

ccna

he condition is a conjunct to the defining condition of the
term before ¢, |

I




. c
ﬁ 5=1=2,3. Conditional selective information?, 'Ig', equals by |
definftion !selective infcrmation, lgs such that | Is |
! “ . an element of the family of conditional classifie ‘
cations, CHJ s, ,’

b
6. transmission of selective information, u(ws

,ﬂs "..’V'si’...’ls )

1 2 n 5
§ 6.1 Transmission of selective information is a flow of selective ;
information. :
‘ G, 2, ?(W ple soeeyl geieyl ) = T(1. (¢ Yol, (t.)ye0, '
@i $°'S, S A M A

Ci<tia

T A T,

e (t),006510, (t))
Sii Snn

4 3

6.3 ITransmission of selective information between selective
informetion where Ig Is indexed from 1 to nt,

"ib(is ,ﬂs ,..’.a,ls ,.’;.‘,Hs )Y, Aequal[s by definition ‘sharced
T "2 i n i

information, T, between selective information, ”S’ at time,
i % t, where | 5 and t are indexed from 1 to n, and 1:ﬁ precedes
S l i
tm ¢
7. affect relation, R “ 5

- ) A

7.1. An affect relation is a connection of one or more components
to one or more other components,




q

72 Ry=:R|RCSXSARED A_V(si,sj)((sz,sj) € R =,

g

s; € Eo(sj) As # sj)

£

7+3+ MAffect relationt, °RA', equals by definltion 'relation, R,

such that R Is contalned In the Cartesian product of a group,
S, and S, and R Is not equal to the null set, #, and for all
pairs of component, s;, and component, JT (si,sj), (si,sj) is

an element of R only if s; Is an element of the semi-transitive
closure, I, at 5 and s; is not equal to 53 .

&3

7=1, directed affect relation, Roa

7=1.1s A directed affect relation is an affect relation in which
one or more components have a channel to one or more other ]
components.

7=1.2. RDA “of R Q RCSXSAR#EZDA V(si,sj)((s',sj) € R =, | B
Sj zo(si) A sy 5 sj)

7-1.3. ‘Directed affect relation!, 'Ry, equals by definition

'relation, R, such that R is contained In the Cartesian
product of a group, S, and S, and & ls not equal to the
null set, #, and for all pairs of component, $;» and

L compbnent,}ﬁ, (s.,sj), (sﬁ,sj) Is an element of R only if

5; is an element of the transitive closure, Eo, at s, and

S is not equal to sj ',

7-1=1. direct directed affect relation, RgA

7=1=l.1. A direct directed affect relation is a directed affect
relation In which the channel is through no other
components.,
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7=1=2. iIndirect directed affect relation, Rpa

7']“20]0

1=1=2,2,

1=1=2,3.

8. system, S

RO o Ron | s; € ri(s,) (2)

!Dlrect directed affect relation?, 'Rgﬂ', equals

by definition 'directed affect relation, RDA' such

that component, Sje is an element of gamma 1, Fw,

at component, s; ‘.
!

An indirect Jirected affect relation Is a
directed affect relation in which the channel is
through other compeonents.

! 1 '
Roa =o¢ Rpa | s; €T (s;) A 5; € r(s;) (2)

tindirect directed affect relation',‘4R5A', equals
by definftion 'directed affect relation, RDA' such
that component, 39 is not an element of gamma 1,

Fm, at component, s;, and s; Is an element of the

transitive closure, Eo' at component, s; f.

8.1. A system Is a group with at least one affect reiation which
has information.

zThe condition Is & conjunct to the consequent in 7=1.2,
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‘g 8.3. !System!, 'S' cquals by definition l'gru'e:mp, S, such thét there

g is a family of affect relations, B, such that fty is not equal
to the null set, #, and for ali affect relations, Rys Rp Bs an
clement of RA,onﬂy If RA Is contained in the Cartesian product

{i : of S and §, and there Is a family of informations, J, such that
| ¢ Is not equal to B, and for all information, I, | is a~ element
of Jonly if cither | is equivalent to Rp or there is a family

of rclations, R, such that R is contained in the power set of
Ry and | is equivalent to 2 or there is a group, S$°, such that

, $’ is contained in S and I Is equivalent to $' and | is not
? cquivalent to any combination thereof !,

g 9. negasystem, 3

f% 9.1. A negasystem is the components not takecn to be in a system.

9:20 F=pe S| CS £

Se3s  Hegasystew!, '8!, cquals by definition 'complement of group, S,
with respect to the universe of discourse, ', such that the
complement of S with respect to U is not equal to the null
Set, m CO

te

10. condition, ¥

11. system state, ST§

11.1. A'system state is a system!s conditions at a given time.

b5




M.2. ST5 =pe {F | SE(EG())I]

11e3. 'System state', 'S?g', equals by deflinition 'set of

conditions, F, such that that system, S, such that that
time, t, such that F ac§ at t ', ' :

12¢ negasystem state, ST-’

12.1, A negasystem state is a negzsystemis conditions at a
- glven time. v ‘

12,2, STy =5 {F | t3(t(EE ()]

12.3. 'Negasystem state!, "ST,'. equals by definition ‘set of

conditions, F, such that that negasystem, $, such that
that time, t, such that F at F st t !

13, system property, Py
13.1. A system property is a system's conditions,

132, Py 5] EO))

13.3. . 'System property!, P!, equals by definition *set of
systems, 5, -such that condition, F, at s

1. negasystem property, Pz

1. A negasystem property Is a negasystem's conditions.

1.2, Py =pg 3 ' eM)

14,3, 'Negasystem property’, 'Py', equals by definition ‘set of
negasystems, 3, such that conditlon, E, at f L

15 value, V

L6 .




16. system property siate, STﬁg : “

17,

]6&10 A byst¢m property stata ls & systam pfoperty's value at a
glven time

18.20 ST, =g 2VePgr t(V{Pz(t)))

16,3, "System property state!, 'STRQ.’ equals by definition !that

vaﬂue, V, such that that system property, RS’ such that that
time, t, such ‘that V at Pg at t %,

negasystem property state, STFg | .

17:1. A negasystem property state is a negasystem propertyss value
at a gliven time,

17020 STPg “o¢ bV&Pg@t(V(Fz(t)j)

1743, 'Negasystgm property state!, '§TP§', equals by definition

Ythat value, V, such that that negasystem property, Py, such
that that time, t, such that V at R, at t 4, .

18, system environmentness, Ey

18,1, System environmentness Is a negasystem of at least two come-

ponents with at least one affect rematmon which has selective

informatio.
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by,

&

18.2. Eg e (8| n(@) 2 2 ATR (R, %0 A R,(R, € Ry =
. | - - 2"
Ra crx¥ A ﬂ&s(’!ls(‘s € 9 =, Ig ~ R V 3R(r < Ry A

lg ~ R) Vasi(s’' cs A by ~ S’i)))')}

18.3. !System environmentness!?, ”Eg', equals by definition 'set of

systeme, S, such that the cardinality of the negasystem,
n{Z), s greater than or equal to 2, and there is a family
of affect. relations, &A, such that ﬂh Is not equal to the

nuli set, B, and for all affect relations, RA, RA Is an
clement of R, only If Ry Is contained in the Cartesian

product of ¥ and 3, and there is a family of selective
informations, Jg, such that for all selectlve information,

Es, ls is an element of Jg only if either ﬂs is equivaltent

to Ry or there Is a family of relations, R, such that & is
contained in the power set of‘RA and Ws 15 equivalent to
R or there Is 2 group, S, such that $' is contained in $
and Hs'is equivalent to S and Ws Is not equivalent to any

combination thercof. !,

19. negasystem environmentness, EZ

i9.1. Hegasystem environmentness is a System.with selective information.

9.2, By = {F I‘("s‘-] 1, (5 ()

19:3. 'Negasystem environmentness®, ‘Ez', equaxs by definition.
!set of negasystems, 3, such that the condftlon, system,

3} such tuat condition, selactive information, lgs at § at ¥ 1.

20. system environmental changeness, ECy

20.1. System environmental chahgeness Is a difference in
system envlironmentness.

|
|

z
|

.y




21.

22,

20,2, ECy w. (5 | 151%(“ at) - STE_g(t)l > 5}

k .
20:3, 1System environmental changeness!, 'ECz?, equals by definltion

Iset of systews, 5, such that the absolute velue of the system
envﬁrnnmantness state, STBS’ at time, t, plus en Increment of

t minus ST55 at ¢ Is greater than or e¢qual to the real number,
& 8,

nogasystomn envﬁronmentam changehess,_Ec,

21,1, Negasystem eavironmental changeness is a difference in nego-
- gystem emvﬁronmentness.

21,2, ECpw . (% | asw (¢ + At) - ST, (c)W>a}
ax of * eg z |

2153;' INegasystem envnronmental changeness' 'Euz', eguals by defi=

nition Yset of negssystems, 3, such that the absolute value
of the negasystem environmentness state, STE,, ot time, t,

plus an increment of t minus STE, at t is grester than or equal

to the real number, 6 I,

toputness, TP

22,1, Toputness Is system cnvironmentness.

?2620 TP ”Df =5

22,3 ‘Toputness!, 'TP!, equals. by definltion !system
. environmentness, By '» . E .

Inputness, P | o

23.1. ‘lnpqtn§ss Is a system with selective Information.
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23:2. 1P me 5| 1))

23.3. !Inputness?, “MP!,;equals by definition iset of systems, 0

//,;g such that selective Information, lg, 2t S 0,

2o, b

CE

L
-

24, fromputness, FP

24,1, Fromputness 1s ncgasystem environmarntness.

2"‘0 2. FP .Df B’

EfEur et dons An

SIS et LGl

24,3, !Fromputness®, 'FP!, equels by definition 'negasystem

%fr _ cnvironmentness, By ',
;{ : 25, outputness, 9P

“g | 25.1. Outputness Is a negasystem with selective information.
i & 25,3, 'Outputness', SOP', equals by definition 'set of negasystems,
|- B, such thot selective information, lg, at ¥ .
i 26. storeputness, SP ‘
;E |I | ' 26,1, Storeputness is a system with inputness that is not frompute-
. - ness., o ' , ~ :

i 26,2, SP =y IS(IPIFR) | (3)
? 26.3. IStoreputness?, 1SP!, equals by definition tconditional

selective information, lg. at inputness, iP, given fromput=
ness, FP . | ’ |

4

[IPTER ‘7

Mith rﬁspgct‘to4th]s~systém property aﬁd thosé to follow, only
ch define t

- PR

e properties will be stated. .

the conditions whl

C [

BE R

4 Vi
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28,

29,

fepdlnness, Fi

27.1.

27424

2743

‘Feedlnness 1s transmﬂssion~of selective information from a,

negasystem to a system.

u(w w) | | | | @
ﬂFeedinness' IF]Y, equals by definition ‘transmission of Eg
selective infurmateon, f, oetweeu toputness, TP, and input- '

ness, P 0,

feedoutness, FO

26.1.

20.2,

feedthroughnéss, FT

2%.1.

2902&
29.3.

"fquhagkness, Fo

30.1,

30.2.

3043,

~system to a negasystem.

selective anormatﬁon, f between frcmputness, FP, and Sute

_IP, fromputness, FP, and outputness, OP ¢

“'reedbackness‘ iFBY, @ Mals by defﬁnlclon 'transmﬁssﬁom of

0P, toputness, TP, and Inputness, g o

Feedoutness Is transmission of selective lnformation from a

50 e T(FP,0P) “
eedeutness‘ IFQY, equals Dy definltion transmissicn of

putness, Op ¢

Feedthroughress is transmission of selective information from
a negasystem through a system to a negasys tem.

FT =Df'i’(tp.lp,sp,op)

'Feedthroughness!, lFT'S equals by definition ‘transmission of
selective inTormation, I, between toputneas, TP, inputness,

Feedbacknass is trensmission of selective Information from »
system through a negasystem to a system,

73 =g T(FP,0P, TP, IF)

selective mformatiun. » between fromputness, FP, outputness, S
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32,

flltrationness, FL
311,
3]620

- 31.3.

-

Flltrationness is a restriction of environmentness.

FL ”nf Imax STep = STep| 28 W)

WFﬁﬂtratﬁonness“ 'FL”' equals by deflinition ‘the absolute
value of maxﬁmum topwtness siate, max STIP' minus toputness

state, ST. TP’ Is greater than or equ&l to the real number, & .

spillageness, SL

32.]0
32.2.

32.3.‘

Spillageness s a restriction of feedinness.

SL mye |max erm - stmﬂ

'Splmﬁageness' 'SL' equals by defﬁnitﬁon tthe absoMute
vatue of maxﬁmum feedﬁnness State, max STFN' minus feedinness

state, STF!, Is greater than or equal to the real number, 6§ 9,

regulationness, RG

33.!.
33.2.

3343,

Regulationness Is é&juSUWent of fromputness.

¢ [ST(t + 4¢) ',ST ()] >

-IRegulationness?, 'RG!, equals by definition !the absolute

value of fromputness state, STFP’ at time, t, plus an

increment of t minus STFP at ¢t Is greater than or equal to
the real number, 6 %,

hwith respect to this system property state and those to fofilow,
the Mdexmg with 157 will be omitted.
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3, compatibmeness, cP

Bh.ﬁ. Compatibleness Es commonamﬂty between feedinness and feedouts
HesSS.

3.2, CP o B{F1,F0)

34,3, ICompatibleness’, “CP*,'equams by definition dcommon informa=
tion, B, at the pair of feedinness, Fl, and fesedoutness, 70 °,

openness, 0

4

35,1« Openness is feedinnzss and/or feedoutness.

35.%. 0 =0f ST,., + STFO - ST

Fi cp

35.3. 'Upenness?, 303, cquals by deflnition tfecdlinness State, STF“
plus feedoutness state, STFO' minus compatibleness state,
STeps Is equal to a real number, 6 °.

adaptiveness, AD

36.1. Adaptiveness is a dufference in compatibleness under system
environmental changene ,

m

36.2. AD =

of ISTep(t + AAt) - $Tp(ti] 2 8 A EC5.

36. 3+ 'AdaptﬁVeneSs“, IADY, cquals by definition !the absdlute value
of compatibleness state, STcP;,at time, t, plus an increment

of t minus STcP at t Is greater than or equal to the real
number, &, end system environmental’ changencss, Ecs i,

-

efficﬁentneés, EF

37.1. Efficlentness Is commonalﬁty betwwen feedthrowghncas and
~ toputness. .

572 & opg B(FT,TP)

37.3. (Efficientnesst, EF3, eqwams by deflnltion gcommon informa=
tion, B, at the pair of feedthrﬂughness, FT, and toputness,
™ i,
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L 39.1.

39.2.

39.3.

38, complete connectionness, CC

1. Complete cornectionness. is every two components directly

channeled to each other with cespect to affect relations.

B ; |
38,2, CC =g¢ GRA(R) < By A WRy(Ry € BY = Ra = Rpa | (s5,5;) € R)) (5)

38,3, ‘Complete connectionness!, 1CC!, is defined as !there is a

family of affect relacions, 3&, such that Ry Is contained in
the family of affect reﬂations, ﬂA, and for all affecg
relations, Ry, R, is an element of R} only if R, Is equal to
2 direct directed affect relaticn, ngA, such that the pair of
compunent, s, and component,'si, (sj,s‘), s an element of
retation, R 1,

39. strongness, SR

Strongness s not complete connectionness and every two come
porents are channeled to each other with respect to affect
relations, ’ :

R o tint : ¢’ 4 nD
SR =pe R, (R, Ry A WRL(R, € Ry = Ry # Ry A Ry =

RDA H (sj’si) € R)) K : (2)

1Strongness?, ISRY, quais by definigion ‘there is a family
of affect relations, @A! such that Ry, is contained in the

femily of affect relations, R,, and for all affect relations, RA,
Ry Is an element of Ri,onlybif Ry is not equa! to a direct
directed affect relation, RDA’ and RA Is equal to - directed
affect relation, RDA’ such that thc pair of component, sj, and

component, s, (gj,si),js an element of relation, R 9,

SThe condition Is a conjunct to the condition in 7~m-i.z.
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40, untlateralness, U

40,1, Unilateralness Is not elther comp bete connectionness or stironge

ness and every two components have a channel between them with

respect to affect relations.
. 4 ! 4 ) ’
ll‘QOZO U ”Df ERA(RA Lo RA A mA(RA € RA 5“ RA- RDA g (Sj,si) ¢ R)) (2)
k0.3, tuntluteralness!, 'U!, aquals by defgnhtwon~“there is a family
of affec:vreMatiqns, RA5 such that RA Is conteined in the

family of affect relations, R,, and for all affect relations,

Rps Ry is an element of Ry only if Ry is equal to a directed
affect relation, Ry, such that the palr of component, $j» and
component, S, (sj, $y)s Is not an element of relation, R ¢,

k1. weakness, WE

Li.1. WVeakness is not elther complete connectionness or strongness
or unilateralness and every two components are connected with
respoct to affect relations,

.. - ¢ (al 3 ’
41a20 WE =g, SR\ (R < Ry A WRy(R, € RY = Ry £ R,))

hi.3. ‘Weakness!, 'WE', equals by déf!nlt!ou Ythere is a family of
affect relations, iy, such that R is contained in the family

of affect relations, QAg~and for all affect relations, Ras Ro
Is an element of @, only if R, Is not equal to a directed
“affcct relation, Rpa s S

42, disconnectionness, DC
b2, 1. Disconnectionness is not either complete connectionness or

strongness or unilateralness or weakness and some components
are not connected with respect to affect relations.
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L3,

h2.2,

2}263c

DC mpe ARA(RY = Ry A TR (R, € R = asy3s; ((sp.55) € Ry)))

'Dtsconnectlonness‘ 'DC*, equals by definition 'there is a
femily of affect rematuons, R, such that R) Is contained in

the family of affect relations, & ye and for all affect
relations, Ry, R, Is an element of Q& only if there Is a
component, s [ sucn that there is a component, Sy such that the
pair of s; and Sj (s,,sj), is not an element of R, !

vulnerableness, Vii

43.1,

43430

Vulenrableness is some connections which when removed pro=
duce disconnectionness with respect to affect relations.,

VN =p¢ GRA(RA C Ry A VRA(Ry € R = Ry =R | RS S XS A
aR(R* = R A DC(S|R = R')))

Wulnerableness?, 'VN!, equals by definition ‘there Is a family
of affect reMatnons, ﬂA, such that RA is contalned in the
family of affect relations, Ry, and for all affect vrelationms,

Rae Ry 1s an element of & ®R7 s only if R, Is equal to a relation,

R, such that R Is contammed in the Cartesian product of the
group, S, and S, and there is a relation, R/, such that R’

is contained in R and the condition of disconnectionness, DC,
at S such that R minus R’ 9,

passive dependéntness, Dp

b1,

Lh. 2.

L4, 3.

Passive dependentness Is components which have channels to
them.

Dpopr SA(A S A Vs(s €A =T (s) ¢ 9))

Passive dependentness' 1Dp?, equals by definition !there Is
a set, A, such that A is contained in the group, S, and for
all components, s, s_is an element of A, only if the Inverse
transitﬁve closure, T, at s is not equal to the null set, # !,
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b5,

ke,

b7,

T T

active dependentness, Da

h5.1. Active dependentness Is components which have . channels from
them, )

45:2, 0, ¢ AACSAvVs(scA= I (s) # ﬂ)q)

h5.3. :Active dependontness?, 'DA‘, equals by definition *there is a

set, A, such that A is contalned In the group, S, and for all

components, s, s Is on oloment of A only if tho transitive

closure, Iy, at s Is not equal to the null set, § !,

ﬁndepgndentness, {

L6.1. independentness is components which do not have channels to
them,

h6.2. 1 mpc BA(ACSAAKS A Vs(s € A=T_(s) =8))

b6, 3. VIndependentness®, 1!, equals by deflnition ‘there is a set,
A, such that A is contained in the group, S, and A is not equal
to 5, and for all components, s, s Is an element of A only if
the igverse transitive closure, T,, at s Is equal to the null
set. L ‘

scgregaticaness, SG

L7.1, Segregétionuess’ls Independentness under system environmental
changeness. *

b7e2. SG wpe |STy(t + At) = ST|(t)] < 8 A ECy

h7:3. ‘'Segregationness?!, 'SG', equals by definition ®the absolute
value of Independentness state, STE’ at time, t, plus an

Increment of t, minus STW at ¢ is less than or equal to the
real number, 5, and system environmental changeness, By *.

interdependentness, ID

$3.1s Interdependentncss s components which have channels to and
* from them.
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. 50,

51,

‘wholeness, W

48.2. 0 wmpe GA(A C S A Vs(s € A=, To(s) £-8 A T(s) #-9))

48.3. ‘tinterdependentness’, 'iD!, equals by definitlon !there Is a
set, A, such that A Is contained in the group, S, and for all
componeats, s, s Is an element of A, only If the transitive
closure, I',, at s is not equal to the null set, @, and the

inverse transitive ciosure, T, at s is not equal to @ °.

4

L9.1. Wholeness is components which have channcls to all other
components.

49,2, W sy BA(AC S AVs(s; €EA= ’v’sj(s £s, = 5; € r (si))))

49.3. 'WHoleness‘ 11, equals by definition !there ls a set; A,
such that A {s contained in the group, S, and for all come
ponents, s;, S, is an element of A only if for al’ components,

sj, sj is not equal to‘éﬁ only if sj is an element of

the translitive closure, rb, at s, ', "

Integrationness, .1G

. 50,1, Integrationness is wholeness under system environmental

changeness.

50.2, G M-M IsT,(t + at) - ST (t)] < & A ECy

50.3. !Integrationnesst, 'iG?, equals by definition, !'the absolute
value of wholeness state, STw, at time, t, plus an increment

of t minus STW at t ¢ less than or equal to the real number,
~ §, and system environmental changeness, ECx

hieregrchically orderness, HO

51.1. Hlerarchicaliy uvrderness is levels of subordinatenoss with
components in cach level with respect to affect relations.




52

n n+l
5102, HO = ARy, (R © By A WR,(Ry € Ry = Ry = (‘HIR,) U (igIa‘) A

n ' ’ ' ’ 1,0 .
s&“l””ﬁ““:"ﬁn'Rs“%'”)ﬂﬁﬁh'jgﬁﬂ

SRE[) A A (BR,) SRR AR CORE,) AR, % 2)))

513+ 'Hlerarchically orderness?, "Ho!, equals by definition !there .
is a femlily of directed affect relations, ﬁDA' such that RDA is

contained In the family of affect relations, QA, and for all
affect relations, RA, RA is an element of WDA’ only if RA is
equal to the union of the union of relatlons, Ri' where R s
indexed from 1 to n and the union of fﬂﬂﬂtiﬂﬂs,-n;“ where R’

is indexed from 1 to n+l1, and the conjunction of: the Iinter
section of Ry and R, . is equal to the Intorsection of R} and

R$+I Is equal o the Intersection of R, and R; is equal to the

null set, #; where variables of the conjuncts are indexed from
I to n, and the conjunction of: R; Is equal to the union of

relations, R}, wher R’ is indexed frem 1 to m and strongness,
SR, at Rj; where variables of the conjuncts are indexed from

I to ntl, and the conjunction of: the domain, D, at R! is
contained in range, R, st R{ and R at R; Is contained In D at
R§+m and R; is not equal to #; where variables of the con-
Juncts are indexed from | to n @,

flexibleness, F

52.1. Flexibleness is different subgroups of components through which
there is a channel betwecen two components with respect to
affect relations.

- N N = B

et i




> T e e e T EE e S
[ S . S T Y S

TIPS T B T
LRI it e A

B e R S SN
4 g

.

RS Sy B s s aE
_ KRN

BN N

53,

5h,

52.3.

SA(sg,8)) €ERy = BS'(S' €8AUS(S" €8AS NS =
{spsj} A Zm(m >TA nln > ( A 55 € I';‘:(s') A sj €
Tgv (5102))))))))

"Flexibleness?, ¢, equals by definition ithere Is @ fam&iy
of directed affect relations, Ryas Such that aDA is contained

in the family of affe.t relations, Rpo and for all affect
relations, RA' RA is an element of RDA only If there is a
famlly of groups, 8, such that for all components, S;s Sy Is
an alerent of group, S, only If for all components, Sjs 8§
Is an elemont cf § and the palr of s; and sj, (s,,sj), Is an
elemernc of R,, only If there Is a group, ', such that §' Is

an element of S, and there is a group, §'. such that $* Is an
zlement of 8, and the Intersection of $" and § !s equal to
the set of s; and 35, {si,sj], and there is an Integer, m,

such that m is greater than or equal to 1, and there Is an
Integer, n, such that n is greater than 1 and s, Is an ele~

ment of gzama m, I'™, at s; with respect to S"’, and s ] Is an
elemens of gamma n, I'", at s; with respect to 8" 1,

homomoyrphismness, M

52.%

53.2,
5303,

Homomorphismness s components having the same connections as
other components.

HM mpe GS/(S‘ S A TS (S" =S A TR | ' +5")))

'Homomorghlsmness‘, ”Hy', equals by definition tthere is a
group, §°, such thap S° is pontalmgd In the group, S, and
there s a group, $ , such that S" s contalned in S, =nd

t@ere is a8 homomorphlc mapping, B, such that B Is dofined rom
$° onto S’ ’p:

isomorphismness, M

54.1,

isomorphismness Is components having the same connectlons as
othor corresponding components.
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55.

56.

Ste2, M =y TS'(S" =S A TS (S €S ATl | 57 +5°)))

54.3. ‘lsomorphismness?!, 'IM!, equals by definition 'there is a group,
$’y such that S’ Is contained in the group, S, and there Is a
group, 5, such that S° is contained in S, and there is an .
Isomorphic mepping, o, such that o is defined from $' onto §* 1,

automorph isiness, AM

'55.1. Automorphismncss s componcnts whose connections can be transe

formed so that the same connections hold,
552, MM =pe 3S(S"  c S A Tw(w | $° < S))
5543 °Automorehmsmness', ‘A, equals by definition !there is a
" group, S§', such that S’ is contained In the group, S, and
t@ere is an isomorphic mapping, a, such that o Is defined from
$° Intc S° ¢,

compactness, CO

56¢1. Compactness is average number of dircct channcls in a channel
between components.

56.2, CO ¢ Ep(&sﬁ(si €S A Elsj(sj €S A Vsk(sk €S> vsm(sm €S =,

g_d(s;,sj) = d(sy,sy)

d(si0353 3 dlsirs) A @nln = $Tgz A kal——pr——
kifm
SHNY

56.3: ‘'Compactnusst, 'C0’, equals by definition 'there is a probabii-
ity, p, such that there Is a componcnt, Sis such that s; is an

element of group, S, and there Is a component, S5 such that 5§
Is an element of $ and fpr all components, Sics sk>ﬁs an element
of S, only If for all components, Sm? Sm Is an element of S,
only if the distance from s; to 51 d(s,,sj), is greater than
or equal to the distance from sy to sy, d(sy,s,), and there is

a number, n, such that n Is equal to sizeness state, STgzs and

the summation from k is equal to 1 to n and m Is equal to 1 to
n and k s not cqual to m, of d(si,sj) minus d(sk,sm)‘dtvldedﬂby

n. squared minus n is equal to p !,
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57.

5%.

59.

centralness, CE

57.1, Centralress is concentration of channels.

. ) . , . 1
57.2, CE mp GA(AC S A Vp(h < S= By (Ryy S iy A WRpa(Rp, € Roa 2

AoRDA(B) < 8oR, A(A) M

57.3. ‘Centralness', !CE!, equals by dofinition 'there Is a set, A,
such that A Is contained in group, S, and for all sets, B, B
is contained In § only if therels a famlly of directed affect
relations, lipp, such that Ry Is contained in the family of
affect relations, @“, and for all directed affsct rolations,

RDM Rpa IS an elemunt of Rpponiy If the affect function, 4,

at & with rospect to Rp, Is contained in 4, at A with respect
to Rpp .

slzeness, SZ

58.1. Sizeness is the number of components.

58.20 L7 4 -uf ﬂ({slgooo’sn})

58,3. ISizennss!, ¢S2', equals by définition Ithe cerdinality of the
sat of components, sm'through Sh . : |

complexness, X

59.1. Complexness Is the number of connections.

59.2. CX = n{ U R,)
Df A
Ra€Rp

59.3. Complexnoss!, 'CX', equals by definltion 'the cardinality of
the unlon of the effoct relations, P,A, as R, varies over the

family of affoct rolations, R, ¢ - - '

salective informationness, S!

60.1. Seloctive Informationness is amcunt of selectiva Information.

62




L W L - o

61,

62.

€3.

60.2.

60.30

*uf cez‘ plc) log Ty

1Selective Informationnasst, *Si?, equals by definition ‘summation
of probability, p, at category, ¢, times the logerithm, log,
of 1 divided by p at c whers ¢ varles over ig !

size growthness, 2G

61.1.
61.2.

. 61.3.

Size growthness is Incrcase In sizenuss.

26 =g STg,(t + At) 3 ST, (¢)

I1Size growthnosss, 12GY, equals by definition Islzeness stete,
svsz, at time, t, plus am increment of t Is graater than or

equal to STSZ at t ¢,

compliexity growthness, XG

62.‘0
62.2.

62.3.

Complexity growthness is Increasa in complexness.

X6 » ®oF STcx(t + At) > STcx(t)

IComplexity growthness?, !XG!, equals by definition !complene
ness state, $T.., at time, t, plus an increment of ¢ i3

groater than or equal to chx at t !,

selective Information growthness, TG

63.1,

63.2..

630 3'

Selective information growthness iz Increase In sclsctive:

Informationness.

iSelective !nﬁommatﬁan growthness?!, 1TG!, equals by definition
isglective informationnoss state, SISW' at time, t, plus an

increment of t Is greater than or equal to sTsm at t ¢,
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65,

66.

67.

size degenorationness, ZD
6%.1. Size degenerationness is decrease In sizeness.

“020 D 'Df s‘m.sz(t +* At) s STsz(t)

64.3. ‘'Slze degeneratlonness?!, '2U¢, equals by definition
‘slzoness state, STgy, at timo, t, plus an Increment of t Is
less than or equal to STsz at t %,

complexity degencrationness, XD
€5.1. Cowmplexity degenerationness Is decrecase In complexness.

65.2. XD mpe SToy(t + At) < STy(t)

65.3. ‘Complexity degenerstionness?, !XD%, equais by definition
. lcomplexness state, STex, at time, t, plus an increment of t
Is less than or equal to chx st t*,

selective information degenoratlonnass, T0

€6.1. Salective Information degenerationness is decrense in
selactive informetionness.

66.2. TO 'ﬂf S‘I’s'(t + At) STSQ (t)

66.3. ‘'Selective informetion degsherationness’, 3TD!, equals by
definitlon !solective informationness state, STgy, at time,

t, plus an Increment of t is less than or equal to S‘I’sﬂ at
t ‘. ,
stableness, SB

67.1. Stesbleness !s no change sith respect to conditions.

67.3. 'Stablenesst, 1SB!, equels by dnfinition ‘the Intersection of
system state. Sﬁg. at time, tm, and swg at time, oY) is not

equal to the nu'i set, # 1,

ok
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68. state steadiness, $$ Eg
68.1, State steadiness Is stableness under system environmental change.
68.2, 5§ mpe [STplt + 4t) w ST(6)] < 8 A ECq E
68.2. 1State steadiness!, 'SS‘, equals by definition the absolute "
value of stableness state, STSB. at time, t, plus an increuent 'i
of t minus STgp at t is less than or equal to real number, §,
and system environmental changeness, Ecg ',
69. state determinationness, SD
69.1, State determinationness is derivability of conditions frem one
and only one state.
e, ' ’ ¢
69.2, SO "0f S&g(VSTg(STg € 83'3 A STg(t + At)  3A(A STg A
L5T5(STg € 877 A ST2(t) A ST | A))))
69.3. State determinationness!, SD!, equals by definition !there is
a family of system states, 8Ty, such that for all system states,
$Tg, STy Is an clement of 8T and'smé at time, t, plus an incre=-
ment of t only {f there is a set, A, such that A is contalned In
smé and that system state, smg, such that St% is an element of
smg and SF% at ® and SI§ yields A ¢,
70, equifinalness, EL

70,1, Equifinalness is derivability of conditions from other states.
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70,2, EL =, 3STe(VSTz(STg € 875 A STz(t + At) =~ FA(AC STx A
oW
817(8Tg = {ST%i! 1<iAlEnAR 2} AVST%(STgG
875 A sTglt) 1= 5T | M)
70.3. fEquifinainesst, JEL?, equajs by definition Sthere Is a
family of system states, 8&5, such that for all system
states, sm§, sm- Is an element of smg and smg at time, t,
pmus an incremﬂnt of b only If thetre is a set, A, such that
A .is contained in SMg and there is a family of system states,
8:%, such that SJ‘" Is equal to a set of system states, STy ,
such that 1 is Iess than or equal to { and § is less than or
equal to n and n |s greater than or equal to 2, and for all
system states, STy, STy IS an element of 8% end
STg at t, only If STy ymemds A,
71. homeostasisness, IS
71.1, Homeostasisness is equfﬁnaMness under system environmental
changeness.
7.2, HS mpe [STg (t + At) = STg (£)] S 6 A ECg
/1.3, Homeostasisness!, 'HS!, equals by definition ‘the absolute
value of equifinalness state, STE&’ at time, t, plus an incree
ment of t minus STEL at t Is less than or equal to real number,
6, and system environmental changeness, ECy !
72. stressness, SE

72.1.

72.2.

72.3.

Stressness Is change beyond certain limits of negasystem
state.

SE e WST-B(t + At) - sv,(t)m > &

IStressnesst, 'SE!, equals by definition Sthe absolute value
of the negasystem state, sm,, at time, t, plus an increment

of t minus Stz, at t is greater than or equal to the real
number, 5 U,



73. strainness, SA
73.1. Strainness Is change beyond certain 1imits of system state.

73.2. SA = . [STy(t + At) - s1"§(t)| 26

73.3. (iStrainness', 'SA'; cquals by definiticn 'the absolute value
of the system state, STy, at time, t, plus an increment of t

minus SEg at t is greater than or equal to the rcal number, 6§ t.

The characterizations in the model are of two kinds: primitive
and defined terms which do not dlre;tMy'characterﬁze general §ystems but
which arc required to do so,‘and defincd terms (most of which are pro-
perties) wb'ch directly characterize general systems, Table ) is a list
of the éormer, while Table 2 is a list of the latter. Thesc tables are

presented on the following pages.
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INDIRECT SYSTEM ﬁMARAhTERIZATHONS

1. universe of discourse, U
2+ component, S
l:y characterization, Cl!
\
3+ group, &

5. information, |

5=1, selective Information, lg

5-1-1, nonconditional selactive
information, .g

5.1-2. conditional selective

Information, lg

6. transmission of sclective
information,

?(ls]’Isz’0.0.|si’000,lsn)

7. affect relation, Ra

7-1, directed affect

rclation, Ry,

PRIMITIVE

- 10, condition, F

15. value, V

DEFINED

7=1=1. direct directed affect

: D
relation, Rpa

7=1=2, indirect directed affect

9.
12,

14,
17.
19.

21,

24,
25.

Table 1

!
retation, RDA

ncgasys tem, i3

negasystem state, STg
negasystem property, R,
negasystem property state, STPz
negasys tem envﬁrdnmentness,vﬁz

negasystem environmental:
changeness, EG’

fromputness, P

outputness, OP

(19, 21, 2L, and 25 arc negasystem properties.)
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1C,

20,

22,
23.
i 206,
: 27
- 25,
- 30,
] 31,
. 32,
= 34,
O 35.

ale
[

- 39.

& Lo,
E L.
. 42,
L3,
L,

hs,

46,
L7,

DIRECT SYSTEM CHARACTER]ZAT1OHS

NOH-PROPERTIES
system, 3 , : 13,
system state, STy 16,

PROPERTIES
system onvlronmentness, s ?8.
system cnvironmental :3‘
changeness, ECy §nf
toputness, TP 52,
inputness, IP 53.
storoputness, SP sk,
Tecdinness, Fl 55
feedoutness, FO 56,
Teedthroughness, FT 57,
feedbackness, FB 58
filtratlonness, FL 59.
splllageness, SL 60,
regulationness, RG 6i.
compatibleness, CP 62.
openness, 0 63.
adaptivencss, AD
cfficicntness, EF 6h.
complete .connectionness, CC 65,
strongness, SR 66.
unilateralness, U
weakness, VIE , €7.
disconncctionness, DC 66.
vulnerableness, VN : 69.
passive dependentness, Dp 70.
actlve dependentness, D, ;;:
Independentness, | 73.
segregationness, SG
Table 2

69

system property, Pg
system property state, STPg

Interde~ :ndentriess, ID
wholenass, W
Integrationness, IG
hlerarchically orderness, HO
flexibleness, F
homomorplhi i smness, HM
Isomorphismness, M
automorphismness, AM
compactness, CO

centrainess, CE

sizeness, SZ

complexness, CX

selective informationness, St
sizc growthness, 2G
compiexity growthness, XG
sclectlive Information
growthness, TG

size degenerationness, 20
complenity degenerationness, 10
sciective information
degeneratlonness, (D
stableness, 5B

state steadincss, S$

state determinationness, SD
equifinalness, EL
homeostasisncss, HS
stressnoess, SE

stralnness, SA
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CHAPTER V

RELATION OF SET THEORY, INFORMATION THEORY,
AND GRAPH THEORY TO GENERAL SYSTEMS THEORY
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Relation in Literature
Of Sct Theory

Only two explicit rclatings of set theory to general systeﬁs
theory were discovered, l.c. Rshbyis and Mesarovic's. Rosen and
Rashevsky, however, have rclated set theory to a kind of system, f.c. &

biological system,

S«1. Ashby, W, Ross, "Thc Sct Thecry of Mechanlsm and Homeostasis,"
GIQ!!G‘-W'QM Systems, VOW. 9, 3964, PP 83'970

Basic set theorctic terms are doveloped and used to characteriza
systems. The clements of a system are states. A mapping deflined
on a system characterizes the relations between states, and thus
the structure of a systems A definition of !system with parts! Is
given in which the clements of the parts are states and the states
of the system are listings of states of parts. Moreover, it Is
pointed out that a morc general definition of fsystem® could be
given in which transitions between states are not determinate but
have well-defined probabilities.

$-2, Martinez, H. M., "Toward an Optimal Design Principle in Relational
Biology," Bulletin of Mathematical Biophysics, Vol. 26, 196k,

pPps 351-365.

YA vulnerability critcrion is posed for a biological system within
the context of represcnting the system as a relational set « « + o

(p. 351)

$-3. Mesarovic, Mlhajlo D., "Foundations for a General Systems Theory,"
Views on Gencral] Systems Theory, ed. by Mesarovic, New York:
John Wiley and Sons, 136k, pps 1-2h.

"A general system'' Is defined as "a proper subset, Xg, of the
Cartesian product of n sets of values, Xy,eee,iiy, where cach set

' brief annotation of cach Item of the relevant literature Is
included. Each item s numberced and lettered in order to permit crosse-
véferencing, since some items relate more than one of the theories to
general systems theory. The letter before the number sequencing the
ftoms Indicetes cither set or informetion or graph theoretic related
literature, f.es S or | or G respectively,
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Seise

specifies a formal okject!. “An attribute of a system Is a proposi-
iional function deflned on X and valld In Xg." (p. 17) A closed
system Is onc in which there {s on effective ldentiflcation of each
clement. A system which Is not closed fs open. Through a set
theoretic decomposition procedurc on the system relztion,
R{ﬁlg..., AJ, it is shown that'a higher order system cannot be |
decomposed Into subsystems with loss than triadlc relations” (p. 15).
"The three terms of the triadic relation are, then, Input, output,
and state.' (p. 17) Sct theory Is used to characterize a controle-
lable system ¢s one fn which the performance is determ&ned glven a
set of inputs.

Rashevsky, N., ''A Comparlaan of Set-Theoretlcal and Graph-Theoret~

ical Approaches in Topologlcal Blology,' Bulletin of Mathematica)
Blophysies, Vol. 20, 1950, pp. 267-280,

Through the additicn of a postulate, the set theorctic approach to
biology is extended to handle. certaﬁn comblnatorﬁal relations sug-
gested by graph theory.

Rashevsky, M., "A Note on the Nature and Orlg!n of Lﬁfe,“ Bulle;a
of Hathemstical Blophysics, Vol. 2!, h959. pp. 185«193,

"4 . » o Study of the relational propertles of « + . systems scems
to offar the possibility of doriving the principle of blological
mapplng from the requircment of self reproduction and adaptabile

! ty.“ (Po lbsl

Rashevshy, e, Y'Contributlions te Relatlonal Blology,' Bulletin of
Hothematical Biophysics, Vol. 2, 1960, pp. 73-3k4,

The merit of the graph theeretic approach to blology and Rosen's
characterization of a biciogical system In which the vertices of
the graph arc biologlcal functlons (s-10) Is di8cussed.,‘_

Ras hovsky, ., ''On &ehatﬁoms bctween Sets, ggﬂletﬁn of Mgthmna;-
lcal Bloph !s!cs, Vole 23, 1961, pp. 233-235, : -

Mith a view to future applications In relatlonal biology, the
notation of rolatlons bctwcen sets Is Introduced and several theo~
rems arc demonstrated." (p. 233)

hevsky ey, MAbstract Mothematlcal Molecular Blology,“ Bulﬂetlg
of Uathematical Biophyslies, Vol. 23, 1961, pp. 237-260,

", ¢+ « the problem of the minimal size of a llving unit is
studied « . o both from & metric ‘and from a relational point of
view.'* (p. 237) :
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- result from specific changes in the environment of such systems.!

Rosen, Robert, 'A lote on Abstract Relational Biologies," Bulletin

Rosen, Robert, "A Relational Theory of Blological Systems,!
Bulletin of Mathomatical Blophysics, Vol. 20, 1950, pp. 2Li5-260,

Using set and graph theoretic approaches, & rclational thoory for
metabolizing systems which cxplains a number of diverse phenomene,
C.g. cncystment and the exlistence of the cell nucleus, is set
forth.,

Rosen, Robert, "The Representation of Biologlcal Systcems from the

Standpoint of the Theory of Categories," Bulletin of fathematjcal

Elophysics, Vol. 20, 1250, pp. 317-341,

Using functions to represent components and Carteslan products to
represent Inputs and outputs, a unique representation for each
biological system is eihibited. The representation of the finft:
automaton is constructed,

Rosen, Robert, '"A Relational Theory of Biological Systems If,"

Bulletin of Mathematical Blophysics, Vol. 21, 1955, pp. 109=-128,

The characterization In §-10 of a biological system is oxtended. A
set of axioms characterizing (w1, %) ~systems is posited, and a
principle of optimal design Is proposed,

Rosen, Robert, "A Relational Theory of the Structure Induced in
Biological Systems by Alterations in Environment," Bulletin of

Hathematical Blophysics, Vol. 23, 1961, pp. 165-171,

"It is shown that a wlde variety of structural alterations in both
the “metabolic" and "'genctic' apparatus of (dwi, W) =-systems can

(p. 165)

of Mathemarical Blophysics, Vol. 24, 1562, pp. 31-38,

"It Is shown that the class of abstract bleck diagrams of (%sy, ™ )=
systems which can be constructed out of the objects and mapping of a
particulur subcategory ¥, of the category ¥ of all acts depends
heavily on the structure of ¥, « « .!* (p. 31)

Rosen, Robert, "Cn the Reversibility of Environmentally induced
Alterations in Abstract Biologicel sttems," Bulletin of Mathemat~-
1

ical Biophysics, Vol., 25, 1963, pp. 41-50,

“s o o environmentally induced alterations in structure of
(o9n, "R ) =systems [S-12} . . . are examined from the standpeint of
determining under what clrcumstances they can be reversed by fure
ther environmental interactions.” (p. 41)
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Roson, Robart, "Some Rosults In Graph Theory and thelr Application
to Abstract Relational Blology," %g11gglg_gi_nggngm@sgggl_glgr

physics, Vol. 25, 1963, pp. 231=241,

", . o the problem ot characterizing thosec categories suitzble for
a rich theory of (¥, R)~-systems reduces to a problem fomitiar
from the gencral theory of graphs.' (p. 231)

Roscn, Robert, "Abstract Blologlcal Systems as Sequential

Machines," fullotin of Mathomatical Blophysics, Vol. 26, 196k,
ppe 103=111, .

“The purposc of this notec is to polnt out certaln similarities
which exist betwoon thc theory of sequential machines, . « » &nd
the theory of (M, "R )=systems . . . (p. 103)

Rosen, Robert, "Abstract Blological Systems as Sequential ﬂ
Machines (0t Strong Conncctedness ond Reversiblility," Bullotin of

Hotheinatical Blophysics, Vol. 25, 196k, pp. 239~2Ub.

"The reversibility of environmentally Induced structural changes
In these systems §s closely related to the strong connectednoss of
the corresponding machines.! (p. 239)

0f information Theory

Even though there 1s an extonsive literaturc in which Information

theory Is appiled, only a small number of Items are Included. The reason

for exclusion of the other Iltoems Is lack of Indication of the rclatlon of

Information theory to cither a system in general or a particular kind of

system provided it can be consldercd in tho conteit of a system in

gencral.

Most of the articles dealing with the application of information

theory which are found in publlcations of the Instltutes of Radio Engl-

néors (IRE) and of Electrical and Electronics Englneors (IEEE) assume a

communlication context and further within this context do not make explie

cit how information theory Is related to a system. Consoquently, thesc
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art!c!es are e:xcluded. Those articles which are within a systoms ongi=-
neering context are e:cluded aiso. In systems engincering the concern is
with specific systoms not with systom In general or kinds of systems,
The cmphasis is ndt thecoretical bﬁt practical, l.e. thc emphasis is on
the arrangement and sclectlon of components in a glven systom for effle
clent reaﬂlzatﬁdn of a glven outcome or outnames; Moreover. those
articles which are solely within a cybornetics context are excluded. As
& justification of this cxclusion, note von Bertalanffy“s.conclusﬁon that
cybernetics Is a specific case of gencral systems theory:

« o o the ultimate roason of the pattern and order in living systems
can be sought only In the laws of the process itself, not in pre~
cstablished enduring structures . . + . "Dynamlcs Is the broader
theory since we can come, from gencral system principles, always to

regulations by maciines, introducing conditions of constraint, but
not vice versa,

Most of the 1iterature In psychology Is ruled out due to a treate

ment of Informatlon theory within a measurement conte:xt rather than a

theoretic onc.

1-1: Berlyne, D, E., “Unpqrt&ﬂnty and Conflict: A Point af Contact
Between Information Theory and Behavior Theory Concepts,™

- Psychological Roview, Vol. .64, .1957, pp. 329-339. |
L ”unceétalnti“ functlon setlsfies {with modifications] some of

the requirements . . .. for a measurg of '‘degree of conflict® , . . ,

A discussion of . . . varlables that -appear to dcyend on degree of

conflict reveals . i . llnks with ‘information theorv." (p. 335)

2"Genaraﬂ Systoms Tucory: A New Ppproach to Unity In Sctence,
6. Towards a Physical Theory of Organic Teleology, Feedbac™ and

Dynamics,' Human Bloloay, Vol 23, 1951, pp. 360-361.
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Bortalanffy, Ludwig von,’ "Generul System Theory: A Hew Approach to
Unlity in Science, 6, Towards a Physical Theory of Organic Teleology,
Feedback and Dynamics,' Humon Biology, Vol. 23, 1951, pp. 346-361.

Cybernetics and general systems theory zre compared and it is con=
cluded that , , , the ultimate reason of the pattern and order in
the living system can be sought only In the laws of the process
ttsclf, not in pre-established and enduring structures o+ « « »
"Dynamics'' is the broader theory since we can come, from general sys-
tem principles, always to regulation by machines, introducing cone
ditlons of constraint, but not vice versa" (p. 351).

Bertalanffy, Ludwig von, ''General System Theory,! General Systems
Vomo !’ W956, PPO W'uCo

", . , negative entropy of Information is a measure of order or of
organization since the latter, compared to distribution at random
is an improbablc state. In th°~ way information theory comes close
to the theory of open systems, w.ich may increase in order and
organization, or show ncgative entropy.' (p. 5)

Bertalanffy, Ludwig von, "Gencral System Theory--A Critical Review,'
Gencral Systems, Vol. 7, 1902, pp. 1~20,

It is pointed cut that information theorv introduces information as
a quantity measurable by an cipression isomorphic to negative
cntropy in physics. Nclationships of entropy, negative entropy,
and channel capacity of systems to other system properties are
given.

Boulding, Kenneth, “General Systems Theory-«The Skeleton of
Science,' Gencral Systems, Vol. 1, 1956, ppe. 1i=17.

1At the blological level o o o, the informatlon concept may serve to
dovelop general notions of structuredness and abstract measures of
organization which give us .-« . a third baslc dimension beyond
mass and energy. o o o Information processes are « « o unquestion=-
ably essential in the devclopment of organizatlon, both in the bio~
logical and the social world.” {p. 14)

Bremermann, He Jo, '"Optimization through Evolution and Recombi-
nation,' Sclf=-Organizing Systems, ed. by Harshall C. Yovits,
George T. Jacobi, and Gordon D. Goldstein, Vlashlngton, D. C.:
Spartan Books, 1962, pp. 93-10C.

A conjecturc is made which is derfved from an argument based on
quantum thcory considerations: ‘''No data processlnﬂ system whether
artificial or living con process more than (2 x 10‘7) bits per
seccond per gram of Its mass" (p. 93).

-
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1~7. Brillouin, L., "Physical Entropy and Informetlon. Ui," Journal of
Applicd Physics, Vol. 22, 1951, pp. 33C-343.

“The laws of statistlical thermodynamics arc used for the definition
of entropy, and it s shown that the definitlon of information can
be reduced to a problem of Fermi~Dirac statistfcs or to a gencral-
1zed Ferml statistics. Vith these definitions, the entropy of a
certaln message can be defined, and. the Information contalned in
the message can be directly connccted with the decrcase of entropy
in the system. This definition leads uirectly to the formulas
proposed by C. E. Shannon for the measuse-of Information, and shows
that Shannon®s ‘‘entropy of Information corresponds to an equal
amount of megative entropy in the physical system." (p..338)

Foerster, Helnz von, "'On Self-Organizing Systems and Thelr

Environments,' Sclf=Orqanizipng Systems, ed. by Harshall C. Yovits
and Scott Cameron, ilew York: The Macmillan Company, 1353,

ppe. 31=50.

A self-organizing system s taken to be a system in which

8h

uﬂ’ﬁi‘l&>gg ax =
5t "max st

where ‘1! stands foi the entropy of the set of elements defined in

-the representation of a system, and *H .. ° stands for the maximum
possible entropy of tals set.

iri, Masao,'”Théary of General Information llctworks: An Algebraic
Topological Foundation to the Thociy of Information-Handling

Systoms," Mathemetical Theory of Automata, ed. by Jerome Fox,
tlevi York:s ~Polytechnic Press, 1963, pp. b15-435.

ISy stems theory" Involves a large number and variety of ‘network"
probliems, In gencral,.a nctwork problem has two aspects, onc
concerning the geometrical, or topological, structurc of the
underlying graph, and thc other concerning the algebraic structure
of the quantitics assoclated with, or superimposed upon, the cle=
ments of the graph. Thus, we can regard a network as a system

" processing Yinformations” (which are the superimposed quantitics)
on a graph in regard to the specific algebralc character of the
probiﬂcm.” (Po MS) )

b -
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Jacobson, H., "Information, Reproduction, and the Origin of Life,"
Amcrican Scientist, Vol. &3, 1955, pp. 115-127.

Information theory is uscd as a means for analyzing life repro=
duction proccsses and as a complexity mcasure; c.g. 'to estimate
the minimal complenity of the first living organism (p. 119),

Jaynes, €. T., ''Informaetion Theory and Statistical Hechanies, 1,
Tho Physical Review, Vol. 106, 1357, pp. 620-630,

Information theory provides a basis for statistical mechanics so

that it “need not be regarded as a physical theory dependent for

its validity on the truth of additional assumptions not containcd
in the iaws of mechanics® (p., 620).

Jayaes, E. T., "Irnformation Theory and Statistical Mechanics, 11,

Toe Physical Review, Vol. 106, 1857, pp. 171-1:¢.

"o o o @ gencral theory of irreversible processcs cannot be based
on differential ratc cquations corresponding to timc=proportional
transition probabilities.” (v, 171)

Karreman, George, "Topological Information Content and Chemical

Recactions,' Bulletin of Mathematical Biophysics, Vol. 17, 1955,
pp. 273-2357.

The topological information content of o graph (1-23) Is applied
to several topological types of chemiecal reactions, ond so the
influence of the structure of the chamical compounds in & rcaction
is [llustrated,

Kochen, M., “An Information-Theoretic Model of Organlzations,t

LEEE Transactions on information Theory, Vol. IT-k, 1954,
ppe 07-76. “

A thcory bascd on Information theory is presented in order to give
precision to the concopt of the efficlency of a systeim.

Lelbovic, K. M., "information Processing Crgans, Mathematical
Happings and Self-Organizing Systems," Bulletin of hematic
Biophysics, Vol. 25, 1963, pp. 189-201.,

“In this paper, somc mothematical aspects of transformations and
classifications will be discussed in relation to sclf-organizing
systemse o o o the transformations and classifications suggested
by & highly organized natural system, namely, the eye, will be
revicwed firste « o o the way it works has relevance also for
sclf-organizing systems.! (p. 190)
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HacArthur, Robert, "Fluctuations of Animal Populations, and a
Heasuzg of Community Stability,' Generaj Systems, Vol. 3, 1958,
PP 14-151,

Graph and information theory are integrated to provide a basis for
discussing the rclationship between efficioncy and stability of a
species in diverse ccological settings.

Hackay, D. H., "Towards an Information-Plan Mode! of Human
Behavior," British Journal of Psycholoqy, Vol. 47, 1956,
ppe. 30-43,

""This paper is concerned with the behavior possible in an
information-flow system intcnded explicity as a hypothetical model
forr comparison with the human information~handling system.” (p. 31)

Margalef, D, Ramon, 'Information Theory in Ecology," General
Systems, Vol. 3, 195G, pp. 36-71,

“"Information theory describes the evolution of structured systems,
divisible Int> clements qualitatively different, into states
representing a greater degree of organization, in the individual
as weil as in the race and in the biosphere." (p. 69)

Hosarovic, Mihajlo D., "On Self-Organizational Systems,'" Self«
Organizing Svstems, cd. by Marshall C. Yovits, George T. Jacobi,
and Gordon D. Goldstein, Uashington, D. C.: Spartan Books, 1962,

pp. 9-36.

""In order to put the devclopment of self-organizing systems on a
sound basis, it is necessary to definc them in terms of the
activities or behavior of the given gencral system and not in
terms of the specifics of the system under consideration.! (p. 9)
"Without further Investigations in the actual case, it is not
possible now to decide which of the communication structural

patterns is preferable.” (p. 21

Miller, James G., "Information Input Overload," Self-Organizing
Systems, ed, by Marshall C. Yovits, George T, Jacobi, and.
Gordgn Dé Goldstein, Washington, D. C.: Spartan Books, 1962,
pp. 61-748,

"o o o When Input information in bits per second is increased

[in 1iving systems] the output at first follows the input more or
less as a linear function, then levels off at channel capacity
and finally falls off toward zero." (p., 76) ", . . the more com-
ponents there are in an information processing system, the lower
is its channel capacity." (p. 77)
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1-25,

Pask, Sordon, "“Interaction Boctween a Group of Subjects and an
Adaptive Automaton to Produce a Self=0rganizing System for Decision
Haking,' Sc]lf-Organ]zing Systems, ed. by Marshall C, Yovits,

George T, Jacobi, and Gordon D. Golidstein, Washington, D. C.:
Spartan Books, 1262, pp. 203=3!1, ‘

"""y contentlon is that when a group is optimally organized, for
Inductive problem solving, the information structures that
describe Its state become a self-organizing systom." (p. 204)

Pringle, J. W. 3., "0n the Parallel Between Learning and Evolution,"

General Systems, Vol. 1, 1956, pp. 90-110,

"Thie characterlstic of 1lving systems which distingulshes them
most clearly from the ron-1lving is their . . . evolution from
less to more complex states of organization. « . o Tho key to lts
meaiiing [the meaning of the concept of complexity] comes rrom
recent studles of the naturc of Yinformation! which have developed
from problems of communlcations engincering.” (p. 90)

Quastior, Henry, "Information Theory Terms and Thelr Psychological
Corrclates," Jnformation Theory in Psycholo s eds by Henry
Quastler, Glencoe, I1linois: The Free Press, 1955, pp. 143=171,

YA system is an organized whole made up of interrelated partse o o «

I¥ two parts arc Interrolated in any fashion, then knowledge of
the state of one must Imply some information about the state of
the other., . « « Accordingly, Information mcasurcs cam be used to
cvaluate any kind of organization.! (pp. 159~160) |

Quastier, Henry, Ihe Emerqence of Biological Organjzati n, New
tlaven, Connecticut: VYalc Unlversity Press, 196i.

“"“or Individual components of blological systoms the problem of
orgaenlzatlon Is one of speciflcation or information content, With
palrs of components different nroblems arlse relating to function,
information transmission, action and interaction of infore

mations . o' (p. i) -

Rapoport, A. and Horvath, Y. J., "Thoughts on Organization Theory
and a Ruview of Two Conferences," General Systems, Vol, &, 1959,
PPe 8?“930 .

"o « o cybernetics Is a dynamics superimposed on topology. It
scems likely that these two disciplines will be at the foundation
of that branch of sclencc which deals with Yorganized complexity,"
l.ciy, organization theory." (p. 90)
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1-26. Rashevsky, tl., "Some Bio=Sociological Aspects of the Mathematical

Theory of Communication,' Bulletin of Mathematical Biophysics,
Vol, 12 -y ]950’ Ppo J59'3780

"In the first part of the paper a general discussion of the trans-
mission of Information through neural chains is given, « « &« In
the second part transmission of informatlon through ‘'social
chains" s discussed under certaln speclal assumptions," (p. 359)

P Ptk
S ol

- 1-27. Rashavsky, M,, “A Hotc on the Theory of Communlcation Through

Social Channcis,” Bulletin of Mathematical Biophysics, Vol 13,
1951, pp. 135-146,

roT Eadl
e

“in a previous paper [W—Zﬁ] thcory of transmission of infore
matlon through a chain of individuals was developeds o« o « In the
present paper the theory is generallzed o o o (p. 139)

S S U S
—
(. v

1-20, Rashevsky, e, "Lifc, Information Theory, and Topology," Bulletin

of Hathcmatlca) Biophysics, Vol. 19, 1955, pp. 229-235.

VA study of the relations betwﬁod thoatopologﬁcal properties of
graphs and thelr information content {s suggested and several
= theorems are demonstrated. (p. 229)

Sl

Rashevsky, Neo, “Lifc, Information Theory, Probabﬂlﬁty and
Physics," Bulletln.of Mathematical Bﬁgghxs!cg, Vol. 22, 1960,
PPe 35m'3 .

The information which an organism must posscss to repliccte itself is
used to infer the unlikeliness of.a spontanecous generation by pure
chance during the lifctime of the earth. 'Oynamlic factors,

which « « » reduce « » « the information content, must play a role

In the genesis of 1ifc on carth.” .(p. 351)

~ ]
L ]
'
£
v
[ J

Raymond, Richard C., “Communicatﬁon, Entropy, and Llfe,“ rican
Scientist, Vol. 3G, 1950, pp.. 273- 278, . -

“it |s the purpose of tlils paper to suggest that the cntropy of a
system may be defined quite generally as the sum of the positive
thermodynamic entropy which the constltuents of.the system would
have at thermodynamic equilibrium and ‘@ ncgative term.proportional
to the Information nccessary to build the actual system from Its
cquilibrium state.” (p. 273
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Rothstcin, Jerome, “Information, Organization and Systems,"
LEEE Transactions on_Information Theory, Vol, 1T-k, 1954, pp. 6L-56.

"The object of this paper is to develop and apply a mathematical
concept of organization and of systems. It is very closecly related
to the information concept and provides the link whercby the
thcorems of communication thzory becomc gencralized and applicable
to systems in general. Orief applications arc given to system
reliability, the significancc of organization theory for circuit
design, and production and quality control for a systems vicw-
point." (po 6‘:')

Shimbel, A., “Application of Hatrix Algebra to Conmunication Nets,!

Bullctin of Mathematicel Blophysics, Vol. 13, 1951, pp. 165-17€E.

1A Ygeneric! problem [o system containing n objects for which is
associated with every ordered palr of elements the affirmation or
negaticn of k relations] emeneble to matrix algebrai. trcatment is
outlined. Several c:xempios are given and onc, @ communication
system, is studied in some dctail.,” (p. 165)

Siogel, S., ''Theorctical Hodels of Choice and Strategy Behavier:
Stable State Behavior in the Two-Choice Uncertain Outcome
Situation," Psychometrika, Vol. 24, 1959, pp. 303-316.

%A theoretical approach to the understanding of human behavior in
unccrtain outcome situations is suggested, an approoch which draws
upon utility theory, decision-making theory, and statistical asso-
ciation theory." (p. 303) Threc modcls are presented, the third
of which interrelates Shannon's Information thcory with utility

theory.

Socst, Je L. van, "A Contribution of Information Theory to
Sociology,' Synthese, Vol. 9, 195k, pp. 265-273.

u, , . | have tried to find some parallelism between the degree of

organization and of disorganization in physical and In sociglogical
systems.*! ip. 265)

Stahl, Walter R., "Dimcnsional Analysis in lHathematical Biology,"

Bulletin of Mathematical Biophysics, Vol. 23, 1961, pp. 355-376.

Dimensional analysis clarifics the reletionship of entropy to
Information and points the way to the formulation of many new
functions based on the He-function.
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1~36. Tribus, Myron, "information Theory as the Basts for Thermostetics
and Tharmodynamlcs," Genera) Systems, Vol 6, 1961, pp. 127-138,

"By the usc of Jaynes' proposcd formallsm for statistical Inference
It Is possible to uso the results of {nformation theory: and six
essentially transparent axioms to derive all of classical thermo-
dynemics and to review irreversible thermodynamics in a clearer
Tight." (p. 127)

1=37. Trucco, Ernesto, "0On tho lnfonmatjon Content of Graphs: ~Compound
Symbols; Different States for Each Point," Bulletin of Mothe-

matical Biophysics, Vol. 18, 1956, ppe. 237253,

"The Idea of assiygning an informetion content to o graph Is
oxtended to . o . (a) Combination of sct of topologically cquiva-
lent points . . . uscd as symbols; (b) Polnts of the graph o o .
in different states.," (p. 237) "

1-30, Valentinuzzi, Haximo and Valentinuzzi, M. Eugenio, "information
Content of Chemical Structures. and Some Pousihle Biological

Application,” Bulletin of Math a) Biophysics, Vol. 25, 1963,
Ppe 11227, ) . ‘

“Information content , theorgtical physical entropy, real physical
informationas entropy or neqentropy , entropic Information

SNLIopyY , .
or neginformation, hoat amount, as well as relationships between
these system paramoters are defined and used." (p. .11)

Of Graph Theory

Thé iterature indfcates_that theée has bgen no éxpllglt‘relatlng
of graph theory to gencral systems theory per sa. The rclating has been
with biological systems, as carried out mainly by a group of mathematical

hiologists at the Untversity of Chicago, amd‘w!th;behavfdral syétems,

.as carrled out mainiy by a grouﬁ at the Resear¢h309nter for Group

Dynamics at the Unlversity of iichigan. In other wbrds;'RasheVsky and
Rosen of Chicago and ua?ary and Cartwright of iMichigan are the cutstand-

ing contributors.
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it Is important to noto that relatings in which graph theory is

characterized In terms of other theorles also are Included, For example,

Katz characterizes graph theory In terms of matris: theory (G-30, G-31),

while Rosen does so In terms of categorical algebra (G=57 through G~75),

G-1. Bavelas, A,, "A Mathematlcal Model for Group Structures," Applicd
Antheopology, Vols 7, 1548, ppe 16-30,

A graph theoretic representation of a group is utilized to definc
the distance between two cells and centrallty.

G-2, Bavelas, A., "Communication Patterns in Task-Orfented Groups," The
Policy Sciences, ed. by D. Lerner and H. D, Lasswell, Stanford,
Calif.: Stanford University Press, 1951, pps 193=202,

A description of the activity and general direction of work on
communlication patterns in taskeoriented groups is prosented,

G~3. Cartwright, Dorwin, "'The Potential Contribution of Graph Theoiy to
Organizational Theory," Modern Orcanization Theory:s A Symposium
of _the Fou ion _for hesearch on Human B £, cde by Mason
«aire, New York: John Wllcy and Sons, 1959, pp. 284=274,

The usefuiness of graph theory as a tool for the organfzational
thoorist s Indicated,

G-ks Davls, Robert L., "Struccurcs of Dominance Relations,' Bulletin of
Hathematlcal Biophysics, Vol, 16, 155k, pp. 131=140.

The number of dominance: structures for o socicty of n members as
defined In G-34, G=35, G-LY, and G-51 Is determined.

G-5. Feather, Ko T., "A Structural Bulance todel of Comnunlcation

Effects," Psycholagjcal Rovicw, Vo?. 71, 156k, pp. 291-313.

Cartwright and Harary's discussion of structural balance Is cone

sidered for more complicated signed graphs aend rclated to studies
from diffcrent areas.

6-G. Fostinger, L., "The Analysis of Sociograms Using Matrix Algebra,"
luman Relations, Vol 2, 1545, pp. 153-158,

The advantages of matrls: representation of group structure and some

unsolved problems which arisc from such a representation arce dise
cussed,
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G=12,

G-13e

Ford, Le R., Jr. and Fulkerson, D..R., Flows In Motworks, Princoton,
Jdew Jersey: Princeton Unlversity Pross, 1962, 15% pp. |

"o oo lincar graphs . o + rolate . . o to the practically oriented
subject of Tlows in networks.” (p. vil)

French, John Re P.y Jre, "A Formal Theory of Soclal Power,"

Psycholoqleal Revicw, Vol. 63, 1956, pp. 181-193,

Lincar graph thcory and metrix thoory are used In formulating a
theory of social power. . :

French, John Rs P., Jr. and Ravén, Bertram, "The Bases of Soclal
Power,' Studlies in Social Power, ed. by D, Cartwright, Ann Arbor,
Michigan: lInstitute for Soclal Research, The University of Michie-

gan, 3959, PPes ISO'Ué?@

On the basls of the graph theorctic approach to group interactionm,
types of soclal power arc discussed.

llarary, Frank, 'Structural Duality,' Behavioral Sciéngg, Vol. 2,
m957’ PPe 255'2655 ..

Structural, existentlal, and directlonal duality provide extenslons
of graph theory,

liarary, Frank, YA Criterion for Unanimity In Frcnch!s Theory of
Social Power," Studies In Social Power, ed. by D Cartwright,

Ann Arbor, Hichigan: (nstituto for Social Research, The University
of Michligan, 1959, pp. 168=132, - . :

A necessary and sufficient condition for the attalnment of ultimate
unanimity of opinions -in @ power structure is presented, This item
relates to G=8, : ,

arary, Frank, “'Graph. Theoretic Mgthods [n the Menagement Sclences,"
Hanagement Science, Vol. 5, 1959, pp, . 307-403.

The utllity of graph theory for characterizing structure in the
managenent sclences is shown, .

Horary, Frank, '"On the Heosurement of Structural Baﬂanae,“
Behavisral Sclence, Vol. 4, 1955, pp. 316-323,

"This paper continues the cxploration of the mathematical proper=
ties oi signed graphs with special reference to specific assump=-
tions about tho evolution of human groups.” (p. 316)

ob
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G-1%, Harary, Frank, “Status and Contrastatus,'' Soglometry, Vol. 22,
1959, ppe 23-43, -

"Jur object is to proposc a formula to measure the positional
aspoct of the status of a person In an organization or group, and
lnvestigate some of 1¢s ramifications.' (p. 23)

G-15. Warary, Frank, "Who Cats Vhomi".General Systems, Vol. &, 1961,
PP ll"“ ﬁlﬂ{-.

=

The structure of an ecological system Involving soveral animals is
represented by a divcectod grsph, and the status of cach animal Is
calculated.

G-i6. Harary, Frank, “A Graph Theoretic Approach to Simllarity Rela-
tions," Psychemetriks, Vol. 25, 196k, pp. 1u3=151.

", « o similarity rclations arc naturally cuprcsslblc as graphs
and + » « thelr concopts arc subsumed within the framowork of graph
thoory." (p. 143)

G-17., llarary, Frank and Cartwright, D,, "Structural salances A Generale
izatlon of Heider's Theory,! Psychiwlogical Revlew, Vol. 63, 1956,
pe 277-253.

Through the utilization of graph theory, F. Helder!s concept of
= ... _structural ba[ggpgﬁin,smali groups Is explicated and generallzed,

e e

G-1C. Harary, Fraﬁk and ilorman, Robert Z., Graph Theory as o Mothomatical
Hodel In Social Sciencg, Ann Arbor, Michigan: Institute for
Social Research, The University of Michigan, 1953, 45 pp.

The content of graph theory and Its relation to the soclal sclences
are cutlined,

b G-15. harary, Frank and Ross, 1. C., "On the Detormination of Redundan=~
cies In Soclomotric Chalns,' Psychometrika, Vol. 17, 1952,
pp.1195-203-

The number of rcdundant paths In communication networks is doter-
mincd.
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G-20,

6'210

6“220

G-le‘.

Harary, Frank and Ross, l. C., '"The Number of Complete Cycles In 2

Communication Hetwork," gourng] of Social Psycholoqy, Vol, uo,
l954, PP 329“3)20

e wish to deduce a criterion for the existence of a path-In a
network such that a rumor « « « Initieted by any member will
return to him aftor having passed through each of the other per-
sons exactly once," (p. 329 _—

Harary, Frenk and Ross, §. C., "A Procedurc for Cllique Detectlon
Using tha Group Hatrlis," Sociometry, Vol. 20, 1957, pp. 205e2ﬂ5.

Fastinger's rosults stated in G=6 are eatcnded. co»ﬂiquav and
uniclliqual persons arc characterized, and theorems conccrnﬁng
groups of k cliques are proved.

Harary, Frank and Ross, 1s C., ""A Description of Strengthéning and
Weakcninghﬁembers of o Group," Soclomctry, Vou. 22, 1959,
pp. 139=147,

“This paper Is one of a continulng series I which matrix analysis
Is uscd to ldentify varlous aspects of groupestructure." (p. 139)

Helse, G. A, and Miller, G. A., '"Problemesolving by Small Groups
Using Varlous Communication Hets," Journal of Abnormal and Social

Psychology, Vol. LG, 1951, pp. 327“335.

“"The present cxperiment Is simflar in mony respects to Leavittls
[6-38], a!though the control of the situatlon is carrfed still.

~ further,! (p. 327

liodgson, Anthony M., "The SoWutaou of Tachnical Problems by
Groups, A Systen Madal of "a Task-Group,!’ Systematics, Vol. -2,
156k, pp. 1-L6.

The purpose is to provﬁde & systemﬁtﬁc mode! of creative problem
solving groups. Graphs are used to represaent the structure of
such a group with the vortices representing such determining
factors of group performance as human purpose. Graphs are used
also to represent various modes of 'group operation.
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llodgson, Anthony ii., ''The Solution of Technlcal Problems by
GM"OUPS - R'" §_‘g§~§m’ VO]. 2. 396’2‘, pp. I77"2m30

"{Graphs are used] to construct a sufficiently generalized struc~
tural model to account For probleme=solving in a number of fields,
This model, together with the task-group modcl of Part One [G-24],
is presented as a conceptual basls for creating new techniques of
training professional workers In creative group problem=solvitig.”

{ps 177)

liodgson, Anthony M., ''The Solution of Technical Problems by
Groups - 3,'' Systematics, Vol. 2, 1S6L, pp. 290-322,

"A comparisen of the problem=solving nodel and varlous ficlds of
work is given, followed by some observations on how problem=
solving stages synchronise with task-group behaviour." (p. 290)

lr‘, OD. c&so in H“go

Jamrich, John X., "Application of Matrices In thc Analysis of

Soclometric Data,' Journal of Experimental Educatlon, Vol. 28,
ISGO’ pp ° 21}9"252.

"The use of the characteristic column-vector [of @ matrix] « «
affoirds @ relatively simple procedure for determining 2 numerical
valuc for the status of individwals in a group." (p. 252)

Karremon, op. clte In §-13.

Katz, Leo, "An Application of Matrix Algebra to the Study of Human
Relations within Organizations,' Chapel Hill, Horth Carolina:
Final Report under Project iR 042 031, Unlversity of dorth
Corolina, 1350,

Various applications of matrl:: algebra In the representation of
group structurc and the e:plication of group properties are dis-
cusscd.

atz, Leo, "A ilew Status Indox Derived from Sociometric Analysis,'
Psychometrika, Vole. 18, 1953, pp. 35=43.

Representation of group structurc by matrices permits a more ade=
quate definition of status ¥, . . which takes into account who
chooses as well as how many choose' (p. 39).
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G=37.

Kemeny, John G. and Snell, J. Laurie, '"'Organization Theory
Applications of Graph Theory,' Mathemotlical ieod in_the Social
Sciences, Hew York: Ginn and Company, Hew York, 1962, pp. 95~103,

A characterization of a balanced graph Is obtained, @ gencral
measurce of status is given for hierarchical grophs, and the notion
of somencss of importance in a graph Is explicated by Harkov chain
theory.

Kochen, Hanfred, "Organized Systems with Discrete Information
Transfer," Gencral Systems, Vol. 2, 1957, pp. 30-47.

Graph theory is used to characterize certain component structures
in systems with discrete information transfer,

Landau, He G., "On Dominance Relations and the Structure of Animal
Socicties: 1. Effect of Inherent Characteristics, Bulletin of
Mathematical Biophysics, Vol. 13, 1951, pp. 1=19.

Hatrix theory s used to represent the structure of a soclety and
a probabllistic measure of degree of socletal hierarchy is defined,

Landau, H. G., "Jn Dominance Relations and the Structure of Animal
Sociotics: Ul. Scme Effects of Possible Social Factors,” Bulletin
of Mathematical Biophvsics, Vol. 13, 1551, pp. 245~262.

The theory introduced fn G=34 is extended dsﬁng Markov chaln
theory. It is concluded that soclal factors could account for
discrepancios between theory and data reported in the earlier
article. ‘

Landau, il. G., "On Dominance Relations and the Structure of Animal
Socictiecs: (1ll. The Condition for a Score Structure,'' Bulletin
of Mathematical Blophysics, Vol. 15, 1953, pp. 143-148,

Score structurc of a society with a domlnance relation is charace
terized, and it is proven that there are mcmbers who dominate
every other member dircctly or Indirectly through a single inter-
mediate member,

Landau, H. G., “The Distribution of Completion Times for Random
Communication In a Task~Oriented Group,* Bulletin of Mathematical
Biophysics, Vol. 1G, 195&;, pp. 187-201.

Using a Markov chaln model for communication nets, expected com=
pletion times are computed for various types of nets. ’
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Leavitt, H. J., "Some Effects of Certaln Communication Patterns on

Group Performance,' Journal of Abnormal and Social Psychology,
Vol, 46, 1551, pp. 38-50,

"It was the purposc of this investigation to explorc experiment=
ally the relationship between the behavior of small groups and
the patterns of commu *~atlon In which the groups cperate o o «
[and] to consider th ‘chological conditions that are imposecd

upon group members , various communication patterns, and the

eifocts of these conditions « + » o (p. 38)

Lecman, C, P., "Patterns of Sociometric Cholce In Small Groups: A

Hathematical Model and Rclated Experimentation," Soclometry,

Vot. HS‘ m§§2’ PPe 220'2“30

"The question of what seciometric patterns are possible in a group
of glven size is discussed; and a mathematical model is presented,
treating the likelihood of the -several patterns, and the varlation
in pattern upon repcated soclometric choices," (p. 220)

Luce, R. D., "Connectivity and Gencralized Cliques In Soci-metric
Group Structure," Psychometrika, Vol, 15, 1950, pp. 169-190.,

"o o o the number of clements in a group, the number of animetrics,
and the degrce of conncctivity must 'supply certaln fnequalities.”
(Thés qgotat!on Is from Psychological Abstracts, Vol. 25, 1951,

Pe 99. ° . : .

Luce, Re Do and Perry, Albert D., “A Method of Matrix Analysis of
Group Structure,' Psychometrika, Vol. &, 1343, pp. 95-116.

Matrix methodﬁ'may be’applted;ﬁo the analysls of cxperimental
-data concerning group structurc when these data Indicate relatlione

ships which can be depicted by line diagrams « « « o (p. 95) Ths
clique structure of a group is analyzed using matrix theory,

HacArthur, op. cit. In 1«16,

Haccia, Elizabeth Stelner, ''An Educational Theory Moael: Graph
Theory,' Construction of Educationzl Theory Models, by E. S. Maccia,
Gs S. Maccia, and Robert E. Jewett, Washington, D." C.: Office of
Education, U. S. Department of Health, Education, and Welfare,
Conperative Research Project o, 1632, 1563, op. 101-138,

", « o graph theory [Is shown to be] utilizable iIn formulating

characterizations of rclations of persons in groups within the
schools." (p. 101)
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G=l:C,

GJI-Q.

Martinez, op. cit. in S=2,

Morrissctte, Julian O., YAn Experimental Study of the Theory of
Structural Balance,' Human Relations, Vol. 11, 1958, pp. 239-254,

“"The present paper directs its attention tc the formalization of
Heide. 's theory advanced by Cartwright and Herary [G-17) and to
the empirical testing of the conscquences following from this
formalization.” {(p. 239)

Ocser, 0, A. and Harary, Frank, A Mathematical Model 7or Struc~
tural Role Theory, 1," Human Relations, Vol. 15, 1962, pp. 89-122,

Graph theory is used ', ., o to cons'der role . . , @s a structure
concent and to formulatc some definitions’ (p. 90).

Cescr, O, A. and Harary, Frank, “A Mathematica! Model for Struc~
tural Role Theory, 0I," Humgn - lations, Vol. 7, 1964, pp. 3-17.

UThe purpose of this paper is to develop further some general
concepts and theoretical considerations about the structure of
role systems which were discussed in Part | [G-4G]." (p. 3)

Ramanajacharguiu, C., '"Analysis of Preferential Experiments,"
Psychometrika, Vol. 25, 1964, pp. 257-261.

Using graph thcory, the person with the most power to influence
and the least power to be influenced is located for a Seperson
group.,

Rapoport, Anatol, *Outline of a Probabilistic Approach to Anlmal
Sociology: ,' Bulletin of Mathematical Biophysics, Vol. 11,
1949, pp. 183-196,

Graph theory Is used to characterize structure in a partially
probabilistic theory of animal societics in which an antlsymmetric
rclation exists betwcen membets of the society.

Rapoport, Anatol, 'Outline of & Probabilistic Appreoach to Animal
Sociology: 1{1," Julletin of Mcthematical Bliophysics, Vol. 11,
1949, pp. 273-201.

"Under certain assumptions . . o the probability distribution for
all possible structurcs of a society . « . approaches a limit lnde~
pendent of thc initial probability distribution.®




6-51. Rapoport, Anatol, ''Outline of a Probabilistic Approach to Animal

Soclology: 111, Bulletin of Mathemagical Biophysics, Vol. 12,
125G, pp. 1-17, ' _

=3

"The probabilitics of the chcrgenéc of two kinds of social
structurc In o 3=bird flock . « « are deduced under the assumption
of ccrinin biases acting on the soclal dynamics of the flock.™ (pe 7)

=3
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6-52. Rapoport, fnatol, “Contribution to the Theory of Random and Biased .
Nets,'' Bulletin of Hathematical Biophysics, Vol. 19, 1957, .
PPe 257”2770 ) ‘

Graph theory Is used as onc of the bases for a discussion of the
statistical structurc of random and blased nets.

G=53. Rashevsky, i., "Topology and Life: In Scarch of General Hathe-

matical Principles in Biology and Sociology,'’ Bulletin of Mathe- '
matical Biophysics, Vol. 1G, 1954, pp. 317-348,

The graph of the primordal organism which rcpresents the relations |
anong different biological functions is postulated. Transforma=- L
tlon rules for the graph arc posited such that from this graph
could be derived the graphs of ell higher organisms.

G-54, Rashevsky, N., 'Some Thcorems in Topology and a Possible Blologi-

cal Implication," Bulletin of Mathematical Blophysics, Vol. 17,
19559 PP 111=126,

This paper investigates the properties of transformations of
graphs defined in a previous paper (G-53). . . o considerations

" suggest the possibility of deriving some gencral blological laws
Zrom the cousideration of the properties of ithe transformation
Oﬂuy e o o o (po Ml) )

e T TR T T IR S oy o

e
2

e g T T e P TP e EA

G-55. Rashevsky, H., *Some Remarks on Topological Biology,! Bulletin of
Hathematical Biophysics, Vol. 17, 1355, pp. 207-218.

The choice of a particular primordal graph and transtormation
(6-53) defincs an abstract blology. Two theorems lead to the con=
clusion that-the highor the organism the morc adapteble. Inade-
quacies in the theory aire noted, and suggestions made.

§-56. Roshevsky, op. cit. in 1-2C,
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Rashevsky, ils, ""The Geometrization of Blotogy,' Bulletin of
Mathematical Blophysics, Vol. 18, 1950, pp. 31-56.

‘“Ero geometrize biology] « « « we must find geometric structures
spaces, in which different geometric properties stand to each
other in the same formail togical relation, as the different con-
cepts of biology stand to each other.” (p..31) Several example
spaces are introduced, and verifiable predictions are made.

Rashevsky, iH., ""Contributions to Topological Biology: Some
Considerations on the Primordal Graph and cn Some Possible Transe
formations," Bulletin of Mathematical Blophysics, Vol. IB, 1956,
ppo WﬁB-ﬂZB.

This paper Is a continuation of the one cited: in G=53. A differ~
ent primordal graph and different transformations are proposed,
and implications are discussed.

Rashevsky, W., '"“hat Type of Empirically Verifiable Predictions

Can Topological Biology Make?" Bulietin of lMathematica] Blophysics,
Vol. 18, 195€, pp. 173-1C8, - .

Considerations of topological biology, e.g. the total number of
possible organisms, are of the type which would rot be considered
in the usual metric approach to biology.

Rashevsky, ., "A llote on the Geometrization of Biology,' Bulletin

of Mathematical Blophysics, Vol. 19, 1957, pp. 200~20h

Dependence of studied torological spaces on the type of space In
which they are embedded reflects some aspects of the dependence of
the organﬁsm on i¢s.environment.

Rashevsky, ., "iiemark on an Interesting Problem in Topological
Biology," Bulletin_ of dathematwcam Bno h suc , Yol. 19, 1957,
pp. 205-209,

"The possibility of several homotopic classes of mappings of the
graph of an organism onto the primordal graph . + « is consid=
ered.” (p, 205)

Rashevsky, op. cit. in S-b,

Rashevsky, op. clt, In S=5,

Rashevsky, op. cit. In S-6,
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Rashevsky, op, _clt. In S-7,
Rashevsky, op._clt. in S=3,
Rosen, op, clt. In 5-9, '
Rosen, op. clt. In $~10,
Rosen, op. clt. In S-11,
Rosen, e¢p, clt. In S~12,
Roscriy, ops €l In S-lé.
Rosen, op, cit. In S=14,
Rosen, op. clt. In S~15;
Rosen, op, clt. in S-16.
Nosen, 9p, clt. In S=17. .
Rosenblatt, David, "On $ume Aspects of Models of Complex Bshavioral

Systems,! [nf ed. by Robert A,
Machol, New Yorks i Grawnﬂlll Book Co., 1960, pp. 62-86.

-

“In thls paper wi propose to treat some . « o &spects of certaln
models of compiex behavloral systems . . « [especlally] the

abstract concepts of balance, closure, and [nteraction.' (pp. 62~63)

* Shimbel, Aﬁfomso, "App!jcatlons of Matrix Algebra to Communication

Hets," Byllet tathematical vslgs, Vole 13, 1951,
pp. 165=178,

The Structure and status matrla of a coomunication system s

defined as o functlion of time, and certaln theorems relating to the

solution of a group problem are derivad.

Shimbel, Alfonso, ''Structural Parameters of Communication lete
works," Byll f Mothematical Blophysjcs, Voi. 15, 1953,
ppe 501=507,

Certaln parameters are deflined which roughly charaééerﬂze the

Internal structure of networits, « « o the dispersion . . « glves
an indication of the “compactness'' of the internal structure."

(po BOW)
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G-75. Solomonoff, Ray, ''An Exact Method for thc Computation of the
Conncctivity of Random flets,' Bylletin of Mathematical Biophysics,
Voi. &, 1952, pp. 153~157.

e
unsioln, A

“The problom of finding tho 'weak connoctivity' of -2 random net
Is reduced to onc Involving & Harkov process.'! (p. 153)

G-C0.  Solomonoff, Ray and Rapoport, Anatol, ''Connectivity of Random

iets," Bulietin of iethematical Biophysics, Vol. 13,. 1951,
pp. 107117,

Weak connestivity, l.c. the expected number of neurons to which J
thore c:xists paths from an arbitrary neuron of a random nct, is
defined and Is an indicator of maximum cipected spread of an
epidemic under certain conditions. ‘

3 A £33

8-61, Trucco, op. clt. In (=37,
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G-02. Trucco, Ernesto, "Topological Blology: A Note on Rashevsky's

Transformetion T,* Bullatin of Mathematical Blophysics, Vol. 19,
1957, pp. 19-21.

A theorem proved in an carlier article by Rashevsky (G-5S) is |
generalized, ‘ ;

3

6~33. Trucco, Ernesto, "lotc on & Combinatorial Problem," Bulletin of k
athomoticse] Biophysics, Vol, 19, 1957, pp. 309-336. i

The problem of finding the total number of graphs that can be
obtained from the biotopological transformation (T{1)x) for a
I| given valua of the paramcter n is partially solved.

‘?; i G-Gte Wel, Telson, "On Matrices of Neural Nets,' Bulletin of Maghe- E
1 u maticol Blophysics, Yol. i0, 1943, pp. 63-67. ’
"The structurc of a . . o noural net Is represented here by

5 scveral matrices.' (p. 03) - : [
g I ol :
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Relation in Mode!l

3

0f Sct Theory

In an earlier work? a system was taken to be a cet [where 'set!’

3

was used in a common sersc way) of entities together with their propere

tics and the relationships between the entitics. Substituting ‘objects!

for 'entities' and ‘attributcs® for propertics®, Hell and Fagen's defi- i

e ==
———

. L ' [
nition' rasults. Helther of these definitions nor vor Bertelanffy's? nor

6 7

Grinker's" nor Cherry’s’ worc Ffound sufficiently cxplicit. Set theory

nrovides the basic means for climinating this inadequacy.

u=

4 system Is taken to be a group of at least two components with
at lcast one affect rciation and with information. Utilizing set theory,

the group of at least two components becomes o set of at least two

clements which form a scquence. The conditions, too, are given meaning
ultimately in terms of sct theory. A relation between components of the
system, an affect rclation, is given meaning through digraph theory which

is bascd on set theory. Through digraph theory, the group of a sysiem

E N aEEm e

36. S. Maccila, "An Educational Theory Model: General Systems
Theory,' Construction of Educational Theory Models, Washington, D. C.:
Cooperative Research Project ilo. 1632, Office of Education, U. S. Depart-
ment of Mealth, Educetion, znd Velfare, 1963, p. 140,

bupefinition of System,' General Systems, Vol. 1, 1956, p. 18.

SuGeneral Systems Theory," Gencral systems, Vol. 1, 1956, p. 3.

6“Summary,“ Towards a Unificd Theory of bohavior, ed. by Grinker,

ilew York: Basic Books, 125G, p. 310.

Ton tuman Communication, Cambridge, Mass.: Technology Press of
Hassachusetts Institute of Technology, 1957, p. 307.
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becomes a set of points and an-affect relation a set of directed 1lnes.,

Hot only Is sct used, but also the set theoretic definition of 'function!,
An affect relation is @ mapping of the group into itself. Through infor-
matlon thoory, information of a system bccomes a characterization of
Systam occurrences at categories In a classification. System occurrences
may be with respect to eilthor system components or system affect relations
or both. Since a classificatlon Is a set of categorics, sct theory also
is Dasic to information thoory.

Properties of a system are not part of the definitlon of 'a syse
tem's Rather propertics arc subsots of systems which arec sorted out from
the set of all systems, because they have conditions on them over and
above the conditions which make them a system. For cxample, 2 subset of
Systems with environmentness are thosc systems frow the set of all sys-
tems which have the added condition of a negasystem with at least two
components and at least onc affect relation and selective information.
Sclective Information involves uncertainty with respect to the occur=
ronces of cither componenis or affect relations or both. The property of
system cnvironmentness is celled alse !toputness', Thus, all systems do
not necessarily have an environment, but whenever there i o system there
is & ncgasystem.

The sct characterization, complement, gives meaning to a nega=
system. Within whatever universe of discourse is sclected, the compo-
nents selected for consideration, the components which do not belong to

tho system are the necgaiystem. Sce Figure | on page 99.
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Negasystems, too, can have properties. To [llustrate: nega-
systcms can have the proporty of fromputness or environmentness, If they
have the condition of a system with sclective Information. Negasystems
with thls added conditlon of salectivity of the informetion on the
systems of which they arc complements arc subscts of the set of all nega-
systems. Thus, all negasystems do not have an cavironmont, but whenaver
there §s a negasystem there Is a SysSteiis

Both the stato of a system and of a negasystem are given meaning

s sets in which the elements are conditlions of a given system or nega-
System at a certaln time. The properties too can.have-states. The set ¥
theoretic characterization, function, is employed in sctting forth what o
System property state and a nogasystem property state are. That function
which has respective values In its image space is involved, for a prop=-
crty state Is a valuc of a property at a glven time.

The conditions which systems must satisfy to be characterized In
terms of certain properties depend also upon set theory. Explicit use of
set thoory Is exemplified In the conditions with regard to sizeness and
homomorph i smness . gn;thc former the set thcoretic characterization,
cardinality, Is ciplicit, while in the .latter homomorphic mepping Is.
Impliclit use occurs throughout the conditions, for both Information theory

and digraph theory are based unon sct theory. -
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0f Information Theory

As alrcady stated, cvery systom has Information in the sense that
occurrences of Its components or affect relations or both can be classi-
ficd according to categrrics. A system, in other words, can be charac-
terizede The added condition of selectivity of the information,

l.c. uncertainty of occurrences at tho categories, is.required to develop
information properties of systems and negasystems and of their states.
Uncertainty of occurrences is cxplicated In terms ofqa probability dis~
tribution. For examplc, If there is uncertainty with respect to an
occurrence of a system component at & category of a classification of the
system components, then the probability at the categdry can be neither

! or O but must be iass than 1| or greater than 0. Consequently, there
must be at least onc alternative category for the occurrence of the com=
ponent, since the sum of the probabilities must be equal to I.

Figure 1 on the following page summarizes and {llustrates the
basic Information propertics of a system and a negasystem. Those of the
system are toputness, ‘Inputness, storcpuiness, fecedinness, feedoutness,
feedthroughness, and feedbackness, while thosc of the ncgasystem are
fromputness and outputness. |

Only the condition of seﬁéctﬁvﬁty is required.to give meaning to
toputness, Inputncss, frompqtncss, and outputness. Both toputness'and
outputness involve selective information on a negasystem whereés from-

putness and Inputness involve selective information on a system. Never-

theless toputness can be sorted out from outputness, and fromputness
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"W stands for universe of discourse . ITPY stands for toputness
15% stands for system tIP? stands for inputness
1%t stands for ncgasystom IFQ! stands for feedoutness
1SP? stands for storcputness PP stands for fromputness
IFTt stands for feedihroughness - ‘0Pt stands for outputness
IF]' stands for fecaedinness 'IFBt stands for feedbackness
Flgure 1
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from Inputness. Toputness i5 a system property, & system!s environment
or the select’ve information on a negasystem available to a system, but
outpuiness is a negasystem property, its selective Information. Like=-
wise, fromputness is a ncgasystem property, a negasystem!s environment or
the selective information on & system available to a megasystem, but
Inputness is a system®s property, lts sclective information,

The other baslc tnformation properties require conditions over
and above that of selectivity. Storeputness of a system requires the
sclective information to be conditional, since storeputness is system
sclective information which results when one takes into account the
dependency of system selective information upon that available to a
ncgasystem. In other words, storeputness is the dependency of Inputness
upon fromputness. eedinness, fecdoutness, Teedthroughness and feedback-
ness are properties in which there is a flow of selective information,

a transmission of selective informetion. Conditions, hence, of selective
Information separated by tlme intervals and of sharing of sclective infor-
mation are requirements. To Illustrate: feedinness, which is a trans-
nission of selective information from a negasystem to a system, involves
sclective information on a ncgasystem available to a system, toputness,

at a time just preceding a time at which some or all of that selective

is on that system. [In other words, feedinness is the shared Information
between toputness and inputness, where the toputness Is at a time just

prior to the Inputness.

16



0f Graph Theory.

As indlcated earller, through digraph theory a system group
becomes a set of polnts and system affect rclations become scts of
directed lines. Withln such a context, digraph properties of a system
result when certain conditions are placed on its affect relations or its
group.

Complete connectionness, strongness, unilaternuiness, weakness,
and disconnectionness illustrate dﬁgraph properties of a system arising
from certain conditions placed on its affect relations, }he conditions
Involved are directedness and dircctedness with the added condition of
direct, as well as conditions as to the components contained in the
atfect relations. When an affect relation has directedness, the set of
dirccted lines is such that one can trace a path with the direction of
the 1ines from one or more compunents to one or more other components.
in cthgr words, there are channels between components. §f the condition,
direct, is added to directedness, then the channels do not run through
other components; while iF the condition, indirect, Is added, the chan-
nels do, se run.- When an affect relation docs not have directedness,
there are no specified channels. The path between the components could
Just as well be traced against as with the direction of the lines.

Complete connectionness is a property in which affect relations
are direct directed ones and in which every iwo componcnts are contained.

There are direct channels back and forth between every.two components.

10}
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Strong systems do not have the property of complete connection-
ness, yet the affect relations are directed ones and every two components
are contained in them. That is to say, therc are channels back and forth
between every two components, but they are not direct ones.

In unilateral systems- the properties of complcte connectionness
and strongness do not obtain, yct again the affect rclations are dirccted
oncs and every two componcnts are contained fn thor What Is lacking is
mutuality of the channcls. There are only one-way channels,

Systems with the property of weakness lack the properties of
complete connectionness, strongness, and unilateralness. The affect
relations do not have the condition dircctedness placed on them and, more~
over, directions arc not specified so that there are channels. MNonethe.
less, cvery two components are contained In the affect relations.

Finally, disconnccted systems have nonc of the above propertles,
Somc of the components are not contained in the affect relations of a
disconnected system,

Passjve dependentness, active dependentness, Independentness, and
interdependentness excmplify digraph properties of @ system due to condi-
tions on the group. The-condﬁtléﬁs on the group have to do with the
group component containment in affect relations. In passive dependent-
ness, components are so contalned that channels oniy go to the compo-
nents; in active dependentness, channeis only go from them; in indepen-
dentness, channcls do not go either to or from thcm; and, finally, in

Interdopendentness channcls go to and from them.
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Comparison of Relations

In the literaturc and In the mode! botn sect cheory and Mnfbrma~
tion theory are reclated to general systems8 theory. . Graph theory, how-
ever, Is rolated to a system in general only in the model. In the
literaturce graph theory is related only to kinds of systems,

The literature also reveals that there arc no attempts to relate
all thrce theories«-set, Information, and graph-=to general systems theory
as Is done In the model. Two, of the three theorles-~Information and
graph-=are so related as indicated by the cross-veferencing of items In
the Fiterature (e.ge 1-9). Two of the three theories are, related, more=-
overy, only to kinds of systems: for example, set and graph theorles to
biological systems as in Rosen's work (S=9 through S§=17), and information
and graph theories to chemical systems as in (=13,

In S=1 and §-3 set theory Is related to a general system, Both
rclatings differ from that In the 'model. For Ashby ($=1) a system s a
set |n which the clements are states, while for Mesarovic (5-3) a system
Is a set In which the elements arc values. In the model, a system is a
set In which the elements arg components, while values only enter into
property states of a system and states are”sets of cenditions of a sys-

tem at a given time. Descriptive parameters are not taken as primitive

)
YAs s common in the Titerature, the plural of 'system® ls used,
It would make more sense not to because "General has the same meaning as

the g" (Vs Ross Ashby, “General Comment,' Society for General Systems
Rescarch, December, 1964, p. 3.)
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in the model, since theory Is taken to be essentlal to the demarcation of
such parameters.9

That selective Information theory can be related to the organi-
zatlon of a general system Is indlcated In some ftems of the llterature
(cege 13 and 1=6), Furthermore, expllcation as well as indlcation
occurs, such as that of a self-organizing system by von Foerster in {-8.
In none of the items, however, Is there a comprehensive explication of
information theoretlc propertics of a general system as in the model,

Horeover, there Is unlqueness in this comprehensive explicatlion, e.g. in

 the treatment of the environment of a system by means of toput as dis-

tinct from Input and of the system as environment by means of fromput as
distinct from output.

With respect to graph theory; not only does the model offer the
only expliclit relat ing of graph theory to a general system, but also the
rclating Is done differcntly than in the ltems of the llterétdre in which
graph theory s related to a kind of system. The difference arlses from
the cmphasis on the power of the graph theoretic approach to characterize
structure rather than on extant characterizations of structure in terms
of graph theory. Consequently, through basic definitions of 'affect
relation?, 'directed affect relation', ‘dircct directed affect relation',
and 'Indirect directed affect rclation!, graph theory becomes a powerful
tool for a comprehensive c:plication of graph theoretic properties of

a system,

9For justification of this assertlon see E. S. Maccla, "Vays of
Inquiring,* Construction of Educational Theory Models, op. clt., pp. 1-13.
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Use In Literature
Annotated Bibllography
In order to Turnish a basls for discussing the use of set theory
or Information theory or groph theory or any combination thereof, an
annhotated bibllography Is presented, !

1. AbdclHalim, Ahmed El-Mahdl, "An Intersystem Hodel for Curricuium
Thoory and Practice,' Doctoral Dilssertatlion, The Ohio State
Unlversity, 1565,

Currlculum Is considered as a system of which three subsystemse=
content, psychologlcal processes, and instructional setting--are
identificd and explicated. Also there Is an attempt to establish
four methodological hypotheses: 1. (f curriculum §s to be con-
celved as a system, then its maln features can be ldentified and
represented fn a model, 2. If curriculum Is to be troated as an
Intersystem model, then the patterns of relationshlp among its sube
systems can be shown. 3. If curriculum {s concelved as- Intersystem,
the roie or the roles played by each subsystem can be explained in
1ts relative autonomy, and lm its mutual reaction to other subsystems,
ho If curriculum Is to be handled as a system, the sources of
imbalance within the system due to internal and external chenge can
bo accounted for' (pp. 21-22),

2. Gordon, Ira J., "Developments in Human Behavior," Cducatnonan Theory,

Vol., 8, 1958, pp. &59-260. .

Some properttes of an open enc&gy system are considered, and their
rclevance for education Is discussed. . For example: 'We are saylng
that the individual Is always active, is in constant transaction with
the environment, Is always moving in the direction of increased com-
plexity, and acts to order himself. and his environment (p. 262),

"Ye have said that informatjon Is essential to the system. [t takes
information to malntain organization. There must be Input® (p. 265),
and “knowlcdge of growth processes leads us to the recognition that
onets physical organism scts 1imits on what will be perceived,

%xperég§ced, turned into Information, and therefore “Iearned““
Pe 2

mThe ftems are numbered In order to facilltate refercnce to them
In the discussion of the statc of usage.

105




3e

b,

S50

6o

Grifflths, Danlel, "Some Assumptions Underlyling the Use of. Models
In Rescarch,' Educational Research: Mew Pers ectives, cd, by

Jo As Culbertson and S, P, liencley, Danvilie, I1linols: * The Inter=
state Printers and Publishers, Inc., 1963, pp. 121-1b0,

General systems theory Is used for a theory of administrative per-
formance. 'A system' Is defined as a complex of elements In mutual
Interaction, Two kinds of Systems are noted, open and closed, and
Scven properties of open systems are cited: Inputs and outputs,
Steady states, self-regulation, cquifinality, sub-systems, feedback,
and progressive segregation. From these properties two propositions
arc developed: "The steady state of an administrative performance
system is maintalned by a decision process in which satisfactory
alternatives are selected rather than optimal alternatives" (p, 137),
and YAdministrative systems respond to continuously increasing stress
first by a lag in response, then by an over=-compensating response,
and finally by a catastrophlc collapse of the system" (p. 138). Evi-
dence supporting these two propositlons Is présented and discussed,

llenderson, Kenneth B., "MA Logical Model for Conceptuallzing and Other
Related Activities," Educational Theory, Vol. 13, 1963, pp. 277-28,

Set thcory is used to ciplicate conceptualizing. Conceptualizing is
considered as a b-tuple relatlon which includes o term, a person, a
context and a meanings Since there Is an explicit mention of the
classroom, set theory could be consldered as used In developing
cducational theory,

Husck, T. R., "Message Certalnty and Information Destruction:
Variables In the Study of the Communication of Informatlon,"” Calj=-

fornia Journal of Educational Research, Vol. 15, 1964, pp. 184-189.
‘M‘M

"“This paper describes an experlment on two varlables related to the
communfcation of Information. . . . the results obtained have Impor=-
tonc. for the field of education.' (p. 184) Since the experiment s

‘obviously In the context of selective informatjon theory, the con-

struction of an educational theory In such a context Is Implied.

Kbpstein, Felix F., "Methodological Considerations,! Chapter of the
ETS Report on the Pennsylvania Quality Education Project, Mimeo-
graphed Draft No. 2, May, 1565, '

General systems theory and system analysis arc related in devising an
cvaluation procedure for measuring objectively the adequacy and
efficicncy of the educational programs of the public schools of the
state of Pennsylvania, 'System! is defined as avents taken over
time among which there cxist unidirectional, probabilistic
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relationships such that cvent p is necessary but not sufficlent for
eventq to occur, although p implies q with a probabliity greater than
zero, The propertics=-~states, .input, output, foedback, subsystemse=
are discussed within the framcwork of system analysis, so that spe-
clfic quantitative measures can be assoclated with these properties
l? such a way that measurcs of adequacy and efficiency can be deter-
m nedo ’

Maccia, Ellzabeth Stelncr, “An Educaticnal Theory Model: Graph
Theory,'" Coistruction of Educational Theory Models, by E. S. Maccla,
G. S. Maccia, and Robert E. Jewett, Washington, D. C.: Office of
Education, Department of Health, Educatlion, and Welfare, Cooperative
Research Project ilo. 1632, 1963, pp. 101-138,

", o « graph theory [is shown to be] utilizable in formulating chare
acterizations of relations of persons In.groups within the schools.*
(p. 101) The results arc not only the educational theory model, but
the tentative educational theory as well, Furthermore, some rele-
vance and fruitfulness of the theory Is Indlcated.

Haccla, Elizabeth Stqﬁnc:, "An Educatlonal Theory Model: Infermation
Theory,” Construction of Cducational Theory Models, op. cit.,
pP. 298-33k, .

Portions of information thcory are presented ‘and uscd as a model for
constructing an cducational thcory In which the teaching~learning
nrocess becomes a problem sowving or Inquiry process. Studies which
support and are suggested by the educational theory are cited.

Maccia, Elizabeth Steiner, "Instruction as Influence toward Rule-
Governcd Behavior," Theorlies of Instruction, ed. by James B. Mac~
donald and Robert R.:Leeper, Washington, D, C.t Assoclation for
Supervision and Curriculum Development, 1965, pp. 88-99.

On the basls of 7 and .G, .a scientiflc :theory s presented in which

", o o Instruction s viewed:as influence toward rule~governed
behavior" (p. 91). The influence dimension of the theory Is prie
marily concerned e o o with structure variables which are descrip=-
tions of the internal bechavior of the classroom group members" (p. 91).
Digroph theory Is used to represent Influence structures, and the rela-
tion of these structures to other variables Is indicoted. The teacher,
via flve possible motivotional bases which establish influence
relations, builds up the cognitive structures of the student. The
analysls of the structurc of any discipline, therefore, is a pre-
requisite for its belng taught. The rule-governed -behavior dimenslion
of the theory vicws  the student as a problem=solver, The solving of
nroblzams Is accomplished through cognitive structures (rules) which
permit selcction from scts of alternatives -(problems), and hence the
use of selective Information theory Is apparent.
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Maccla, George S., 'An Educational Theory Model: General Systems
Theory,' Cooperative Resecarch Project No, 1632, Construction of

Cducatlonal theory Models, op. cit., pp. 139=172.

Terms and propositions from general systems theory are organized into
a theory model, The thcory model is utilized then to set forth a
tentative educational thecory In which the school Is characterized as
a system with certaln properties and actions., Studlies which support
and are suggested by the educational theory are clted,

llacdonald, James B., "Curriculum Theory: Problems and @ Prospectus,'
Madlson, Wisconsin: The Unlversity of Wisconsin, Mimeographed Copy
of a Paper Read at the Professors of Curriculum Meeting, Miami Beach,
Florida, 196k, 17 pp.

Characterﬂzatﬁons from general systems theory--system, input, output,
feedback, adaptation, Intcgration, tension channel, and goal achieve-
mente-~are used as a perspective for gene-ating some hypotheses of

curriculum theory. Three hypotheses are citeds One hypothesis is as

follows: 'That extensive curriculum change alongq lines associated
with Qrofgsssona! and[or behavuoral ngut dmm naﬁoms is dggenden

Pe 1 The presentatﬁon in thns paper is prﬁmamnly an i us~
trative discussion of the possibilitics for using general systems
theory as an heuristic source for curriculum theorizing.

Hiller, James G., “The Information Explosion: Implications for
Teaching,' Journal of the ilational Association of YWomen Dcans and
Counselors, Vol. 27, 1524, pp. 54-59,

Situdies on Information processing in living systems when there is an
overload have suagested scveral types of adjustment processes. |t
ls suggested that education become more oriented to tcaching the
student these methods of information processing. Although Miller
simply applles the thcory dircctly to educational practice, never-
theless a full development of the suggestion would result in an
cducational theory undergirding the practice. Consequently, the
paper Is cited in this annotated biblliography. .

Movalc, Joseph D., ""An Approach to the Interpretation and Mcasure=-
ment of Problem Solving Ability,' Sclence Educatlon, Vol. 45, 1961,
PPe WZZ-NBW.

YA theory of problem solving behavior based on an interpretation of
the role of stored Information and acquired information in selection
of "courses of action' or bchaviors has implications for the con-
struction of a test to measurc problem solving ability.! (p. 130)
This item Is Included because the usefulness of construing problem
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solving behavior &5 a selective Informatlon process is Indicated,
oven though the maln concern of the paper Is the construction of the
test, ) : : :

Packer, C. Kyle, and Packer, Toni, '"Cyberactics, Information Thcory
and the Educative Process," Teachers Collnge Record, Vol. 61, 1959,
ppe 134-1L:2, | B

The relevance of feedtack, sclective information, and coupling for
cducation is discussed. "s . . In-a system Invelving feedback « + o
the pupllls performance is taken as part of the information on which
the teacher continucs to act, and some of this Information coming
back to the pupil, is the.difference between the pupills actual per-
formance and the given pattorn. (p. 137) "The sct of possible
messages Is a different base of cperation for the messsqe. Clearly,
then, the teacher's function includes knowing not merely the sub-
joct, or message, but the other possibilities - the set « from which
this message Is sclecteds" (p, 139) 'e « » the tecacher and the
student are linked In a system In which « « o reciprocal communica=-
tion is of utmos:t Importance.'' (p. 140)

Ryans, David G., “An Mnformation-Systams‘Approach to Education,"!
Santa Moniea, Calif.: Systems Development Corporation, TM-14S5,

1963, ,

Education s vicwed as a geheral oren system with inputs and out-
puts, and as having subsystems., The subsystems are subdivisions,
cege classrooms. All systems eichange information either among ele=-
ments or subsystems or with other systems., !Information' is defined
In terms of "signs that have semantic and/or pragmatic refere

ents o « o (pe 6)e The system characteristics of stcady state,
cumulative modifiability, and equifinality are indicated as thosc of
educational information systems. ‘A theory of Instruction is devised
from the gencral system-information theory context--one which empha-
sizes “{a) the interdependence and intcrrelatedness of condltions
snd operations infiuencing teaching~learning; (b) the information
processing naturc of what goes on when a ‘teacher . . . reaches
decisions about programs cnd instructioncl behavior (and what simi«
larly goes on when a pupll rocclves [and assimilates] Information
from & teacher or Instructional Instrument . + «; and (¢) the Infor-
mation exchange + o + nature of all instruction” (p. 11). "The .
theory is presentcd as an information flow paradigm, and the expli-
cation Is with rcference to this paradigms A specific educational
system constructed from the theory is described.
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17.

Ryans, David G., "An Information-System Approach to Theory of
Instruction with Special Qleference to the Teacher,! Santa Monica,
Cali¥.: System Devclopment Corporation, SP=1079, 1963.

Gencral systems theory, sclective informetion theory, a teacher
characteristics study, and a theory of behavior whose unit of behav=
lor is dyadic are summarlized. The theories and study circ taken as
the basis for an information-system thcory of the instructional
process. The definition of sclective information is rejected for
onc taken to be broader (sec item 15). The tcachcr is viewed as a
system of three subsystems: external information inputs, [nternal
information inputs and information processing capabilities, and
tecacher information processing. The components of the first two sub-
systems are defined topically, c.g. bchavior-content, culture,
general capabilities, ctc. Although two of the topically def ined
components of the third subsyster: are couched in selective informa-
tion thcoretic terms, c.g. input processing: sensing, filtering,
citc., the role of selective information is never explicated. The
system is presented as an information flow diagram, and this diagram
s used to formulate gencral functiunal relations between the com-
ponents, The general system characterizations which are used in the
thcory are a) the teacher as a system of subsystems of interaction
components, b) Input, output, and feedback of the system, subsystems,
and components, and c¢) thc teacher as an open, sclf-organizing,
sclf-regulating system. A similar theory is developed for the pupil
and the situotion complexs The learning process is then represented
as an Interaction of the teacher system, and the pupil system and
the situation complei, '

Ryans, David G., "The Application of Programmed Instruction and
Auto~Instructional Devices in Colleges and their Retation to a
Theory of Instruction,' Santa Honica, Calif.: System Development Cor-
poration, SP-1084/000/01, 1963. :

"This statement is an attcmpt to look briefly at the purposes,
essentlal characteristics, and potential utility of 'programmed
instruction” and, especlially, to recommend that rescarch and prac-
tice with respect to progréammed instruction be viewed within a con-
te:t provided by a theoretical model the author has chosen to labei
an “information system theory of teaching-learning.'® (p. 1). A sum-
mary of this.theory is presented. For 2 more complete description
of the theory, sce items 15 and 16.
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Ryans, David G., "A iodel of Instruction Based on Information
Systems Conceptsy'’ Theories of Instruction, ed. by James B,
Macdonald and Robert R. Leeper, Washington, D. C.: Association
for Supervision and Curriculum Dcvelopment, 1965, pp. 36-61.

This paper is a concise statement of the theory of instruction
presented in items 15 and 16, (In addition several arcas of educa-
tional rescarch suggested by the theory are indicated.

Thomas, J. Alan, “Administrative Ravicnality and the Prodhctivﬁty
of School Systems,' Chicago: HMidwest Administration Center, The
University of Chicago, 1964, Mimcographed Paper, 52 pp.

It is asserted that “the administrator plays a direct role in
affecting the productivity of educational systems" (p. 2). This
asscertion is analyzed by defining Ysystem productivity! as a relae
tionship between outputs and inputs. Specific outputs and inputs
are cited, and three hypotheses relating these variobles are pre-

 sented: 1) “Short-term (performance-typc) outputs are a function of

levels of resource Inputs; the characteristics of students as

indexed by variables describing the home and community, from which -
they come; the knowlcdge which is brought to bear on the solution

of educational problems; and an error term'! (p. 28), 2) “Interme-
diate outcomes (c.g. college~going, success in college, level of
schooling completed) arc functions of mean test scores; levels of
resource input; characteristics of students; knowledge; and an error
term’t (p. 28), and 3) “Long-term outputs (e.g. Mean income N years
after graduation) ore functions of intermediate outputs (e.g. years
of school completed); short term outputs (mcan achievement in school);
resource inputs; characteristics of students; knowledge; and an error
tern’ (pp. 20-29). , : :

Travers, Robert Me W., "0On the Transmission of Information to Human
Receivers,' Theories of Instruction, ed. by Jemes B, Macdonald and
Robert R. Leeper, Yashington, D, C.: . Association for Supervision and
Curriculum Development, 1965, pp. 18-35.

A summary of the research on human information processing is pre=
scnted. In most of the paper information Is taken to be sensory .
Input. The relevance of this body of knowledge to education is lndi-
cated by refercnces to cducational practices which do not utillze
the principles of Information processing discussed. However, the

- framing of classroom situations in terms of informational constructs

has significance for thc construction of cducational theory. For -
cxample, the tcacher sllould be aware that in any sensory channel
there is noise assoclated with informatlional Input, and it Is pos-
sible to code information. A restatement of a postulate of the

m




progressive education movement in informotional terms Is relevant to
a sclective information context for education: . & « given several
sources of information from which to choose, the pupil would select
those which provided information related to the satisfaction of his
needs! (p. 30). *
State of Usage
Only onc use of sct theory (item h) and one of graph theory
{(item 7) in the construction of cducational ;heory could be discovered.
The cducational literaturc dealing with the sociometric analysis of class-
room groups is rclevant to graph theery, since @ sociogram is represent-
able by a graph. In this literature, however, the relevance is not indi-
cated. An cxample study of this type is Cook's sociometric diagrams in
which he cxivibits thé structural changes within @ classroom when attempts
arc made to modﬁfy its structurc.® Studies similar to Cook's do not pro-
vide a basis for the use of graph‘thcory in the construction of educa-
tional theory.
Both information and general éyéiéms }ﬁeof9 have been utilized to
a greater ciitent thén sct theory and greph theory in the constructica of
educational theory. Hevertheless, the actual use has not been extensive.
"As a general rule, the ééﬂectiveraspect of information théory has

been neglected. Consider this quotation from an analysis of classroom

interaction:

2, A, Cook, '""An Experimcntam Socio~graphic Study of a Stratified
10th Grade Class," American Sociologicai Review, Vol. 10, 1945,
pp. 250~261. .




. o o attention will be focused mainly upon the cognitive cowtent of

communication as a vehicle for analysis « o o If Yinformation'' is used

as a general descriptive torm denoting the Tacts, conceptS, » « «

ctc., about which communication takes place, we may make a distinc=

tlon botween sending and receiving [es behavior catogories] « o3
Considor also items 2, 15, 1(, and 17 of the annotatcd bibliography.

in regard to the utilization of gencral systems theory, Ryans!

work (items 15 through 10) 1s an excelient exemple. Altaough other
ciomplos appear in the bibliography, they arc not numerous. This lack 1is
duc to cixclusion of items on the basis that general systems theory is not
utilized, Simply employling the term, 'system!, does not necessarl ly
involve such utilization. An cxampﬂe would be theorlzing about concep-
tual systemsh which has led to theorizing about educa;!ons. Furthermore,
employment of more terms from gencral systems theory other than !system!?
docs not necessarily insurc utilization. The interrelations possible
through the use of such terms do  not necessarily accompany‘a shift to
genéral systems terminology. An 11lustration among the meny in the

literature would be ¢ theory of spelling which s called by the authors

iz non-mathematical model? ;8 Input (sources of spelling and linguistics),

3u. W, Lewis and John s Newell, "Analysis of Classroom inter-
action through Communication Dehaviors,’ Jouenal of Experimental Educa-
tion, Vol. 30, 1962, p. 321: o .

bo, J. Harvey, David E. Hunt, and Harold M Schreder, Copceptual
Systems_and Personality Craanization, New York: John Wiley and Sons,

lgc'l.

5Bruce R. Joyce, A Summary of Exploratory Rescarch In Education
Utllizing Conceptual Systems Theory,'' Chicago: University of Chisago,
156k, Mimeographed Paper, 25 ppe

L7

6Pau! Ra Hanna and.Richard E, Hodges, "'Spelling and Comnunications

Theory: A Model and an Annotated Bibllograpy," Elcmenta English,

13

= e
_ Pl

A 4




bt A R
i R -

¢, oo . 3 o R R
P i _Q ii hai ! U S

( - L Doy \? J, . N Cg N KA IR R O
T um et s m,u A I I o sl s S o ] b 5 P b

throughput (channcl and register), and outrat (spenliﬁg MnOSthOn) Is-put
together without involving the untcrrematﬁans possnblo throuch such a

shift in terminology, Moroover, this uﬂluatration i5 instructive in that
cybcrnet§c terminology is employcds Supposing that cybernetics had becn

used in a comprehensive manner, nonctheless thercby general systems theory

~ would not be uscd in a like manner. General systems thcory is a more

gencral one which Incorporatos cybernetics. Cybernctics treats of only

enc aspect of systems, i,e. the goverance of input by outout. Thomas !
theorizing cited in item 19 centers about the cybernetic dimension of
general systems theory. Flnally, systems amalysis s not dgeneral systems
theory, and so Jiterature in education in which the cmphasis is on only
the selection and arrangement of components within an @ducatﬁona! system
for efficient realization of a given outcome or outcomes is not cited in
the annotated bibllography, T, B, Greenfield, for Instance, treats. the
sciected outcome, achievement on departmentai examinations, in rclation
to components within an cducational system, puplls within the schools of
a school districts/

Eiicept in the eariler work (Item 9) of one author of this report,

there are no attempts to use as a hasis for constructﬁng educat tonal

theory combinations of the theorles In the SIGGS Theory Modei. One mono=

- ©
- ® 8

graph™, whose author appears to do so, losks conceptual clarity.. A cogent

Dipdministration and System Analysls,'' The Canadlén Adminlstrator,
Vol, 3, !96‘5, PPe 25=30, * -

Snobert L. Granger, Educateonal Administration and Information
Process, Minncapolﬁs* Department of Educational Administration, College
¢ Education, University of iinnesota, 1965, :
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cxample of the confuslon Is the equating of general systems theory,
cybernetics andnlnfpématlonﬂthcory. in Ryans® work (ftems 15 through
18), although his cducational theory appears to be devised from a general
systems~information theoretic context,‘seWectlve information theory ﬁé
not used, The definition of informatﬁbn'in ftem 15 substantiates such
nON-“USagC. ' S .

The conclusion of this discussion of the state of.usage of set
theory, information theory, graph theory, and gencral systems theory in
construutﬁng educational theory is twofold:
le the usage of nbne of the theories taken singly Is In a very advanced

stage of deveﬂopment, and

2, therc have been no attempts to use a combination of all four theories.

Use‘ﬂn Prcﬂeét | _
In this project sét theory (S), Mnfdrmatﬁon theory (ﬂ), and graph
theory (6) are Interrclated with general syatems thcory (GS) to form a
theory model (the S1GGS Theory Modem) This thcory model then ‘s used to
retroduce an educational theory.. 60msequentﬂy, this project is not onIy
a first attempt to use a combinatiom of all four theorlcs in the con=~
struction of oducatlonaﬁ theory but ﬁs aMso a constrwctﬁon of °ducatnonal

theory through the theory modcls approach. See Schema 1 beﬂow.

s formetion y ¢yaes THEORY MODEL -Letroduction enuearionAl THEORY

Schema 1
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Although the schema summarizes the use in the project and the
thcory qucﬂé approach to cducationcl. theory construct’on has been expli-
cated in an earlier projcctg, a short resume will be presented in the
interest of clarity.

“ A model for is a characfcrﬁzatﬁun_used to develop yet another
,characterlzatiom; Because what is belng considered Is a theory model, a
model For theory, It must consist of a group of related comprehensive |
geneiral characterizations, f.c. it must be theorstical in nature. To
illustrate the criteria of rclatecdness (ccherence), comprchensiveness,
and generality, psychological theorizing will be contrasted with char-
acterizing Mr. X's behavior, Ina the former, the attempt is to char-
acterize all aspects of belhavior (comprehensiveness) and conditions

thercof (rclatedness) of any man at any time and any place (generality).

In the latter, there may be rclatedness but not comprehensiveness (Hr. X's .

behavior does not exhibit all the behavior éossib!e to a man) or gene
erality (Hr. X's héhayior is not the behavior of any man and his behav-
jor oceurs at a given time and in aigiven place)s

The theory model is formed ffbm other theorics. In this project,
portions of set theory as sct forth in-¢hapter I, of information theotry

in Chapter 11, and of graph theory in Cﬁaptér {1l are integrated with

%. S. and G. S. Haccla, "Scction §. Metatheory: Retroduction,
Hodels, and Educational Theorizing," Construction of Educational Theory
Models, Washington, D. C.: Cooperative Research Project ilo, 1632, Office
of Education, U. S. Department of \Health, Educatlion, and Welfarse, 1963,
ppe 1=100, : X “
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goneral systems theery to form a model, the SIGES Theory Model set forth

in Chapter IV,

From this theory model the educatlonal~theory, sct forth in the
neit chapter, s retroduced. To be retroduced means that content is
added to the theory model to Form the educationam theory. It is not the
casc that educational theory is rcduced to the theory of the model nor
that educational thoory is deduced from the theory of the model. For
éxamp]e, since a systom Is o group of componenis with at least one affect
relation which has information, a typology of educational groups which
arc systems is deviscd as well as typologies of tho’kﬁnds of components,
affect rclations, and Information of cach kind of educatﬁoﬁa\ group,

The educational theory that is retroduced, of course,-attempts to
meet the critcria'of colicrence, comprchensiveness, and generaﬁity.' Moree
over, it is important to notc that the educational theory Is scientific
not ﬁhilosophicalAin naturc. The educailOnam theory consists of hypo»
theses, amecnable to chiccking thfough obscrvational data, about education;
it QOcs not consist of hypotheses about desirable outcomes of education,

L

which hypothescs are not so omenable. Furthermore, the educational

10

‘theory is rot praxiological =~ in naturc, although sush a theory could be

scientific. fIn praiiological cducational theorizing the purpose is to

107he term, ‘proxfologlcal?! is taken from Tadeusz Kotarbinski's
"Praziological Sentences and low They are Proved,” Logic, Methodology and
Philosophy of Sclence, cdited by lagel, Sunpes, and Tarski, Stanford,
California: University of Stanford Press, 1962, pp. 211-223,

17



dovclbpﬂhjpotheses about educational prectices, Qur purpose, hdﬁeyer, Is

non-praiiological although scientiflc. Ue arc conecerned to set forth
hypothiescs not about how some given outcome or outcomes of cducation can
be attained but rather abbut human behavior and other factors involved in

cducation Irrespective of selccted outcomes of education,
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Nature of the Theory Development

Ih developing the educational theory from;the $1GGS Theory
\Model, the first step is to designate what is to be taken as the systeme
Jﬂn the language of the educator, It Is usually a grouping of schoolsg
such .. the New York City Schools, which is deslgnated as ‘'a system!,
Neﬁertheless, in this esucational theory, the school s taken as the
systems, Such a taking, however; does not preclude a similar devélop-
ment of the educatlonal theory In shich a grouping of schools Is taken
as the system, In fact, It can be seen readily that the SIGGS Theory
Hodel Is a source of a school system educational theory as well,!

Since a system s a group--at least two components that form a
unft--with at least one affect relation with'ﬁnformaticn, these defining
chéracteristlcs of a system must be given meaning in terms 6f.a school,
In other words, kinds of school components, school affect relations, and
school Information must be specified. Typologles are required.

After a school has been given meaning as a system, then the prop-
erties of a system can be given meaning in terms of a school,

Fmﬁaﬂly, relationships between school properties, i.e. hypotheses
about a school, can be set forth. This set of hypotheses, of course,

constitutes the educational theory of a school.

Hn this paragraph a rudimentary typology of educational groups
which are systems Is set forth: school "systems" and schools are two
such educrtional groups.
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| Typologles |

Position of persons, thﬁngs, and symbollic characterlzations is in

terms of a network of affect relatlons. Moreover, stce~componénts dlise
| tinctive of any human system and so of & school are persons, things, and

SVmbolﬁc éharacterlzations, attention must be directed first to kinds of
affect relations which determine position of such components In a schooj.

The kinds of affect relations which are lnvolved In such a deter-
minatlon are in terms of specification In regard to affector roles In a
school and also affectee roles In a school. Two typologles of school

affect relations, therefore, emerges

An affector In a school may take a role within the Instructiona!

process or the Inquiry process or the governing process or the faciif-
tating process which accommodates the other procésses. Given ohe of
these specified schoof affector roles, a binary relatlon end an asso-
clated affectee and, thus, a path of communication may be distinguished,
In other words, a kind of sciicol affector affect relatlon may be noted,
The typology of school affector affect relatlons, therefore, ls as
followss |

1. Instructional

2. Inquiry

3e vaernlng-

. b Facilitetlng |
An affectee ﬁn a schoul may t#ke the role of one who refers hils

own self-vaiue upon another (one who identifles with another) or one who
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~ values thte cxpertlse of another or one who values another because of

that person's occupanéy of a designated position which carries with it
leglitimacy or ore who values another who présumably can.reward him or
one who vaﬂués énother who presumabmy can punish him, Given an?'of
thcéé’specﬁfied affectce roles, a binary relation and an associated
affector and, thus, a path for lifluence may be distinguished. In other
wgrds, a kind of school affectee afféct retation may be nqted. AThe
typology of school affectee affect relatfons, therefore, is as'foﬂlows:
| 1. Referent

2o Expert

3. Legitimate

s Reward

5. Punishment

To I1lustrate how these two affect relatlion typblogies inter-
relate, consider the affector role of instructing and the affectne role
of e:pecting reward. The affector role of instructing aetermﬁneé 2
relation between teacher and student which establishes a path of communi-
cation, while ihg affectce rbMe of expecting reward determlnes 2 relatﬁon
between student and teachef which establishes a path for influence of the
tgéeher over the studente |
On the basis of the typology arising from spécﬁfiéd affector

roles, four functional units within a school can be distinguﬁshed: the
Instructional and inquifv units which are productive, and the governing

and facllitating units which are supportive. Typologies of components
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within each of these functlonaw’units‘are’as followss:

Te Componéhts“of'an lhstructional Unlt

2,

-lele Persons -

lolale Teachers -

lele2. Students

"m.i. Things

1.2s1.  Teach'ng Devices -

16202, téarning Devices ,

1.3, Symbollc Characterizations
1e3e1e Kndwledgé about instruction
1e3+2¢ Curriculum

Components of '‘an lnqﬁlry Unlt

2,1, Persons - |

2.i.1. Researchers’

2.1:2; Developors®

2.2, Things"

2.2.1; Research Deviees

2.2.2." Dévelopment: Devices -

2,3, ‘Symbollc Charactertzations

2.3:3a Knowledge about dnqulry. - .-

-3

2.5.2; Knowledge

Components of & Governlng Unit
3,1, Persons | |

3.0t Leaders

3.1.2; Administrators
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3e2¢ Things
' 3e241¢ Leadership Devlces
3¢2:2. -Administration Devices
3¢3¢ Symbolic Characterizations
3e3¢1s Hnowledge about Governing
34342, Polices
L, Components of a Facilitating Unlt
L., Persons
bi1s1. Planning Staff
Le1s2, Secrvicing Staff
be2, Things
Le2,1, Planning Devices
$4,2.2¢ Servicing Devices
L.3. Symbollc Characterizatloris .
he3.1. Knowledge about Faclllitating
he342, Directives
Before dﬁr¢ctlng attenticen to a .typology of school !nformaiion,
it should be noted that the typolcgles or thejr further development
permit taking a part of a school as a system, provided the perspective
Is shifted from the school as the system to be considered. Any o! the
fungtﬁonaﬁ units could be taken as a system with the corresponding
emergence of an educational thcory more !im!ted In scope. For example,
If the Instructional unit Is taken as a system, then an Instructional
educational theory which Is . lecs comprehensive than a school educational

theorytwouﬂd emerge. Provided the components and affect relations within
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the currlculum were deslgnated (an cxample of the further development of

the typologles) and the perspectlve shifted from the Instructlonal unit

to the currfculum as the system to be considered, an even more {imited

cducatlonal theory would emerge, l.c. a theory of curriculum. What is

belng Indlcated Is that the rudlmentary typology of educational groups

which are systems (referred to on page 119) can be extended as follows:

i
i
E
B
i
1o School "System" l
lol.  School | l
lolele Instructional Unit | . | . ,
lelelels Persons I
lelelelole Teachers I
lelelele2s Students
1.1.1.2. Things i
lelele241s Teachling Devices
lelele2.2, Learning Devices I
i

loelela3e Symbulle Characterizations

lelole3sle Knowledge about Instruction

Telele3e2s Currlculum . B

Te1s2. [nquiry Unit
2

1els243424 Knowledge:

%ihere the ellpses occur, substitution Is to be made from the
typologles of components as was done In the case of the Instructional
unite ‘ : : ’
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ponents with at least one affect relatjon which has selec

Tele3s deerntng Unlt

lele3e243. Pollcles

Velolta  Facllitating Unit

Teledio 2.4, D} fect {ves

To complete the 9lving of meaning to a system which Is a'schooﬂ,
a typology of school Informatfon Is roquired. Setting forth such a

typclogy Involves an lteratlion of all the typologles e:xcept, Bf course,

the one deslignating the kinds of educational groups whlch could be

systems. The ﬁteratlon follows from the fact that there are as many

kinds of Information as there are components and affec: relations, since

the Information is on the group or affect relatlions of a system. For

exampﬂe, there could be student information, because there could be a
distribution of students with respect to a ¢glven set of categories, such

as categories of achlevcmgnts

School Properties
Before presenting the properties of a scpool, It should be
noted that the components not In a school which are considered with
respect to a school would be a schoolls surrcundings (a school's nega=
system)s Whatever In a school‘s surroundings has at Teast two com~

tive Informatlon
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18.

20,

2l

25

sclicol

1C. 1

school

20,1,

school

22,1,

schoo!

2361

school

2l 16

school

25.1s

{s a schooll!s envlronmentness; this property s the Flrst presenteds In
thic prosentation of school propertles, the numbering as well as the
symbols of the propertics In the SIGGS Theory Mode! arce retalned In order

to permit cross referencess

environmentness, EF
School environmentness Is a school's surroundings of at least

two components with at leact onc affect relation which has
selective information.

environmental changeness, ECE
School environmental changeness is a difference In school
environmentness. s

demand, TP

School demand 1s school ervironmentness.

resource, [P

Schocl resource Is a school with selective Information,

supply, FP

School supply Is a school's surroundings environmentness.

depletion, OP

School depletion Is a school!s surroundings with selective
information,

35ce Tables 1 and 2 on pages 68 and 69 respectlively.
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26,

27

28,

29

33.

3.

L3
8o
e -

33

schoo!l

260]0'

school

27.1,

schooi

28.1.

school

29. } [ ]

school

30.1.

school
3tale
school

,.n.o]o

school

33‘m0

storage, SP

School storage Is a.school wlth school resource that Is not
school supply.

demand transmisslon, Fl
School demand transmission is a transmlssion of, schoom demand
tc a schienl, : .

supply transmission, FO
School supply transmission is.a transmlssﬁon of school supply
to & schoolls surroundings.

dcmand transfer, FT

School domand transfer Is a transmission of school demand
through a school to [ts surroundings.

supply transier, FB
School supply transfer is a transmlisslon of schooi supply
tkrough a school's au«rnwndlngs to a school.

filtratlionness, FL

Schooi filtratlonness Is a restriction of school demand. |

"~_ - . .
S e . . . . B I

sbﬁﬂmagenegg;égL",

School spﬁﬁMugeness is a restriction of school demand trans=
mission,

feguﬂationness,_&ﬁ

School regulatlonness is adjustment of school supply.
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34, school compatibleness, CP ' L
34,14 Schocl compatiblencss Is & commonal.ty between school ! 6
‘, demand transmission and school supply transmission, .

.. 35. school openness, 0

35.1s School openness Is school demand transmﬁsslon and/or school = &
I supply transmission.

36, school adaptiveness, i\D l >
3641, School adaptiveness Is a difference in school compatibleness l
] under school environmental changeness.

" 37. school efficientness, EF '
.4 37.1. School efficiertness Is commonality between school demand
1 transfer and :chool demand. !

) 33. school complete connectlonness, CC l

38.1. School compiete connectlonness is every two school components
directly charneled to each other with respect to school
affect relations. I
oy
39, school strongness, SR ﬂ
25.1s School strongness Is not school complete connectlonness and E
every two school components are channeled to each other with l 7
respect te school affect relations, P
; Lo, school unilateralnessy; U '

- Lo.1. Schoo! unllateralness Is not elther school complete con- .
N nectionness or school strongness and every two school com- ™ i
4 ponents have a channel between them with respect to school a -
. & affect relations. /S
e
‘% I‘ 4
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%1s school weakness, MC ;
41,1, School weakness s not elther schouvl complets connectionness
or 3chool strongness or school unilateralness and every two
school components are connected with respect to school affect
relatlons.
iz, school disconnectionness, DC
42,1, School dlsconncctionness Is not elther school complete con-
nectlonness or school strongness or school unilsteralness or
schooi weakress and some schooi components are not connected
with respect to affect relations,
43, school vulnerableness, ‘N
i3,%e School vulnerableness is some connections which when removed
produce discornectionness with respect to school affect
relations, :
4k, school passive dopendentriess, Dp
4,1, School passive dependentness Is school components whick have
channels to them,
45, schodl actilve dependentiness, Dy
b5.t. School actlve dependentness Is school components which have
channels from thome
6. school independentness, |}
6.1, School Independentncss is school components which do not have
channels to themn.
7. school segregatiomness, SG
7.1, Schoo! segregetionness §s school Independentness under school

environmeital changeness.
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&

Lg.

50,

51.

554

school
w.i.

school
1&9.%

school
50.1¢

school

51e1s

school

52s1¢

-schooi

53s1e

school
51*0 Te

school

55.14

Interdependentness, 1D

School Interdependentness s school companemts which have
channels %o and from them.

wholeness, W

School wholeness s school components which have channels
to all other school coiponents,

Integrationness, 16

School lntegrationness Is school who'eness under school
environmental changcnoess.

hicrarchically orderness, HO

School hicrarchically orderuess s levels of subordinateness

with school components In each level with respe:t to school
affect relations,

flexibleness, F

School flexibleness s Alfferent subgroups of school compo-
nents through which therc Is a channel between two school
components with respect to school affect relations.

hodhmorph!smness,-ﬂﬂ

School homomorphlismness s school components having the same
connections as other school components,

lsomon?hlémﬁess, b

School‘lsomorphlsmness is schoo! components having the same
connections as other corresponding school components.
automurphl&mness. AM

School automorphismness Is school components whose connec~
tions cién be transformed so that the same connectlons hold,
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56,

57

53s

59

60,

61,

62..

63

6l

school

SGENQ

school

57.1.

school

5Ge1e

school

59 1.
school

GOOMQ

school

Glele
scliool

62,14

school

63.1.

school

Gtels

compactness, CO

Schoo! compactness Is the average number of direct channels

In a channcl between school components.

centralness, .CE

School centralness ls concentration of channels.

sizeness, SZ

School slzenass Is the number of school components.

complexness, CX

School complexness Is the number of connections, .

selective informationness, .Sl

School scliective Informatlionness Ms the amount of school

selective Information. . .

slzd growthness, ZG

School slze growthness Is increase In schoo! sizeaess,

complexity growthness, XG

.

School complexity gwowthness is Mncrease in schoo’ com=

plexness.

salective Information growthness, TG

$chool selcctive Information gfowthness Is increase In school

selaective Informationness.

‘$e20 degencrat?onness, ZD

School slize degeneratﬁonness is deerease In school slzeness,
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65.

66,

68,

70.

71

72¢

school

650]6

school

6601.

school

6741,

school
6Ce 1o

school

690]6

school

70.1.

scliool

Tlale

school

72. %0

complexity degenerationness, XD

School compic:ilty degeneratlionness is decrease In school
complexness,

selective information degenerationness, TD

School selectlve Information degenerationness Is decrease
In school selectlve Informationness.

stableness, SB

School stableness Is no change with respect to school cowi=
ditions.

state steadiness, SS

School state steadlness Is school stableness under school
environmental changencss.

state determinatlonness, SD

Schocl state determlnatlonness Is derlvabilliiy of school
conditlons from onc and only one school statc.
equifinalness, EL

School equifinalness ts derivablliity of school conditions
from other school states. '

homeos tasisness, HS

School homeostaslsness Is school equifinalness under school
environmental changenesse.

.
o -

stressness, SE

School stressncss s change beyond certaln limlts of

school?s surrcundings state.

132




73« school strainness, SA

73.1. School stralnness is change beyond certain 1imits of school
state,

L4

Relating -the typologles to the school properties, It should be
obvious that the properties could hold with respect to onc or more kinds
of affector affect rclationsxand thus with rcspect to one or more kinds
of components, as well as wlth-respect to one or more kinds of affectee
affect relations. For Instance, a school might have wholeness with
respect to Instructional components or Inquiry componeants or govern=.
ing components or faclliitating componments or any combination thereof,
as well as with respect to referent affect relations or expert atffect
rclations or legitimate affcct relations or rewérd atfect relations or

punishment affect relations or any combinaticn thereof.

Haturc of the Hypotheses

The hypotheses are proposed relatlionships between §choom prop-
ertlies, To beLprOposed' means that the relatlionships are in need of
verification; they could be false as well as true, Furthermore, nearly
all. the relationships are dynamic rather thar static; that is, a change
In one set of propertics ls specifled to entall a change in another set
of properties rather than no varlation wlth iespect to the properties
being Involved.

itlustratlons should clarify dynamic hypotheses as -opposed to
static onés. Cne could propose the hypothesis, HU = CE, l.e. school

hicrarchlically orderness Implles school centralness. Such & proposed
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re]at!onsyh!p s static In that nothing is asserted as to the way in
which school centralness varics with school hi’erarcmtany orderness.
‘The hypothesls, HO A W1 = EF{, would be a dynamic one. In this hypo-
thesis, not only is It proposcd that school hlerarchically orderness and

school wholeness implies school efficlentness but also thot school effi-

B A e O s Lok SN e

clentness decreases as school wholeness Increases and school hierars
chlcally orderness Is constant,

Symbols, such as =, t, and i, were not utilized In the S{GGS

e ET—— T

Theory Model, - Table | prescents a list of additional symlbolfs to be used

in the hypotheses constitutling the educational theorye.

Table 1

Loglco-mathematical Symbols | Verbal Symbols
Te oot ese lIncreases _
20 veel oo decreases !
3¢ os:f) : ees lIncreascs to some value -
' ‘and then decreases I
lig el ' | ees decreascs to some value ?
and then Increases l
S5¢ ses oee Is greater than some
” value
6o Tov ' eeo Is less than some value I
7o see eee IS zonstant l
8¢ Avee ' change In ese
Yo MAX ese ces IS maximum l
10 3o : eee 15 nearly maximum
e 555 . ees Is nearly minimum ‘
:
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Presentation of the Hypotheses
At least two ways of prasenting the hypotheses are possible:

parallcling the sequencing In the S1GGS Theory Model pnd according to

the lnterrelatloﬁs of sct theory, lnformatlon theory and graph theory.

In Appendix Bi1, a llisting 6f hypothéses according fo the former moae Is

presented to permit mtiﬂlzat}on of compufers In testing consistency and

doducing further hypotheses. It can be noted that the sequence of the

$16GS Theory Model Is malntalned in the anteccdent as well as the con=

juncts within the antecedent and within the consequent. In Appendix v,

a listlng of hypothescs according to-the latter mode Is presented to

suggest other possible Integrations and permit checking by means of

data. Both of these listlngs are In s&mbolic form. In this chapter, the

hypotheses are also presented tn the form of propositions In English.

In thils pwesentagion, the latter mode is utillized and Is clarified

through thé following typology: |

ls Informatlion Thcorctlc quothesec

l.1. Informatlon Thcoretmc Antecedent-~ﬁnformation Theoret!c
Consequent

2. Graph Theoretlc Hypotheses -
2.1s Graph Theoretlc Antccedent--ﬁraph Theoretlc Conseqwent

2.1.1. Graph Theoretlc Antccedent with Respect to Two Kﬁnds of Affect
Relations==Graph Theorctic Conscquent

2.1+2, Both Graph Theoretlc Antecedent and Conseqwent with Respect to
Affect Relatlons

2.2, Graph Theoretic Hypothescs with Respect to Affect Relations

3. Sot Theorctlc Hypothescs




&&= U3

e Information and Graph Theorctlc lypotheses

Lyle Information Theoretic Anteccdent-=Graph Theorct!lc Consequent

Lielels Information Theorctlc Antccedent-=Graph Theoretic Consequent with
Respect to Affect Reclation

Le2, Graph'Theoreth Antecedent==information Theoretic Consequent

=3 =S
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lie241s Graph Theoretic Anteccedent with Respect to Affect Relatlon==-
lnformation Theoretlic Conseqient

Lko2,2, Both Graph Theoretlc Antecedent and Informatlon Theoretic
Conscquent with Respoct to Affect Relations

T3

he2,3. Graph Theoretlc Antecedent with Respect to Two Klnds of Affect
Relatlons~=information Theoretic Consequent

s34 Graph Theoretic Antecedent-=Information and Graph Theoretic
Conscquent

Le3e1e Graph Theoretlc Antccedent with Respect to Two Kinds of Affect
Relatlions-=Information and Graph Theoretic Consequent

Lots Information and Graph Theoretlc Antecedent-~Graph Theoretic
Conscquent

L5, Information and Graph Theoretlc Antecedent-={nformatlion Theoretic
Consequent '

L.s5.1, Information and Graph “heoretlc Antecedent with Respect to
Affect Relation=~Information Theoretic Consequent

5¢ Informatlon and Set Theoretlc Hypothesecs
5.,1s [Information Theorctlc Antccedent--Set Theorctlic Consequent

5elele Both Information Theoretlc Antecedent and Set Theorctic
Consecquent with Respect to Avfect Relations

5«24 Set Theoretic Antecedent-~informatlon Theoretlc Consequent

Be2ele Sct Theoretic Antecedent with Respect to Affect Relatlone-
Information Theorectic Consequent

5¢3. Information and Set Theoretlc Anteccdent-=information Theoretlc
Consequent

5.4, Informatlion and Set Theoretic Antecedent=-Set Theoretic
Consequent
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6. Graph and Set Theoretlc lypotheses

e le

Graph Theoretic Antccedent~-Set Theoretlc Consequent

Gelele Both Graph Theoretlc Antecedent and Set Theoretlc Consequent

'6.2.

6e3e
Gelte
G5,

6. 6.

with Respect to Affect Relation
Set Théoretﬂc Antecedent~=CGraph Theoretic Consequent
Graph Theoretlc Antccedent=~Graph and Set Theoretlc Consequent
Set Theoretlc Antccedent-~Graph and Set Theoretlc Consequent
Graph and Set Theoretic Antecedent--Groph Theorctlc Consequent

Graph and Set Theoretlc Antecedent~~Set Theoretic Consequent

7 Information, Graph, and Set Theoretlc Hopotheses

70“0

Graph Theoretlc Antecedent--!nformation and Set Theoretlc
Consequent

7elele Graph Theoretlc Antecedent with Respect to Affect Relations~=

1.2

Information and Set Theoretic Consequent with Respect te
Affect Relation

Set Theoretlic Antecedent-=-Information, Graph, and Set Theoretlc
Consequent

Informatlion and Graph Theoretlc Antecedent-=Set Theoretic
Consequent :

Information and Set Theoretlc Antecedent-=Graph Theoretlc
Consequent '

Graph and Set Thcorcetlc Antecedent~=information Theoretlic
Consequent
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School Hypotheses
Informatlon Theoretlc Hypotheses

lele Information Theorotlc Antecedent=-Information Theoretlc
Consequent

la. If school envlironmental changeness Increases, thea change
in school resource !s greater than some value,

2a. If school environmental changeness Increases, then change
In school supply Is greater than some value.

3a. If school environmental changeness Increases, then change
In school supply transfer Is greater thar. some values

3b. EC‘gT = AEE_

Lha, If school envlronmental changeness Increases, then change
In school flltrationness Is greater than some value.

Lbe ECzt = AFL

5as If school demand Increases, then school resource Increases
to somc value and then decreases.

5bo TPt = “’fl

6a. |f school demand greater than some vajue Increases, then
school supply Increases. ‘

7a. {f school demand Is nearly minlmum, then school supply
Increases.

7be TP = FPt

8a. If school domand Increases, then school flltratlonness
decrecases to somc value and then Increases.

8b, TPt = FLU

9a. |f school demand !ncreases, then school regulatlonness
less than some value lncreases,

o9b. TPt = RGt
138
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10a.

10b,

Tiae

1ibe
12a,

12b,
HB&.

13be
ha.

14b,
153,

15b.
]630

16b.
ﬂ7ao

17b.

l3a.

13b.

If school resource decreases, then school supply
decruascs,

1Py = FPI

If school resource decreases, then school storage
decreascse

IP{ = 5P

if school resource tr veases, then school filtrationness
decrc ses,

IPt = FLY

If school resource do.reases, then school flltrationness
Incrcases.

i1Pd » FL?

If school recsource s greater than some value, then
school regulatlonness is grecater than some valuc.

P =Re

If school depletion Increases, then school supply
Increases,

0Pt = FP1

If school storage decreases, then school supply transe
missfon decrcases,

SP{ = FOI

If school storage Increases, then school adaptlveness
Increasese

SPt = AD?

I¥ school storage lncreases, then school efflclentness
decreascs, :

SPt = EF!
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if school demand transmission Increases, then school
supply Increases to somc value and then decreases,

1Sh. FlIt = FER

g 20a. !f school demand transmission lncreases, then school
‘ q spiilagencss Increascs,

20be FIt > SLt

2la, If school demend transfer Increascs, then school
compatiblcness Increases,

2ibe FTt = CP?

22a, If school demand transfer Is less than some value, then
school filtrationness Is greater than some value or
school splllageness is greater than some value,

22b, FT = FL V SL

232« If change In school supply transfer !s greater than some
valuc, then school cnvironmental changeness Increases.

2kas If school supply transfer Is greater than some value,
then school storage i less than some valuc.

2bb, FB = SP

252, If school supply transfer Is groater than some vaiue,
then school regulatlonness s less than some value,

25b. FB = RG

26a, If school flltrattonness Is greuster than some value,
then school compatlblencess Is greater than sowe value.

20b, FL =» CP

27a. If school filtratlonness Is less than scme value, then
school compatlbleness Is less than some value.

27b. FL = CP

23b. AFB = ECgt ‘ .
i
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g - 26s. If school filtrationfess Incrozses, *.n school
~15J . .adaptlveness Incrzascse :
: 3 26b. FLT = 2Dt
o x, ' 2%a. (f school openness: iﬁcrcaxes, then schodl efficlent~
N ~ ness decreascs. ‘

' e '

- EJ 29b. 0t = EF¢

303. [f school cnvironmcntal changeness Increases and school

supply Incrcases, then change In school supply trans-
misslon Is greater than some valuce

30hs ECyt A [P = 4FO

3la. if school envlronmental changenuss {ncrewzses ard school
{3 : supply Increases, then change In schopl demand transfer
. s greater than scine valuc.. .

3b. ECgt A FPt = AFY

42a. If school cnvironmental changeness and schoel demend
- transfor s greatar then some value, then school stable-
nass Is greater thon sowe value.

&3

. 33a. (f school démend Incroases and suhooi supply increosses,
then Jchmol demand. trnnsfcr Incrcases.

33be TPt A FPt = FT

3ka. If schoo! demand 1s constant and school efflclentness fs
. greater thaﬁ S oM. value, then school reguﬂatﬁcnncss Is
less than some vaiues = . .. .. .0,

34b, TP A EF = TG

[

35a, If school resource ls constant and school supply is con-
stant, then school depletion Is constants

5. BABsoR

»




36b,
372,

37,
3830

38b,
39a,

3%b.
hﬂa.

Lob,
Lla,

Lib,

L2b,

L3a.

L3b,

if school raesource Increases and school storage is cone
stant, then school supply transmission increases.

1Pt A SB = Fot

i

if school resource [ncreases and school storage is less
than some value, then change In school resource is equal
to chance iu school storage.

IPt A SP = AIP = ASP

If changs Ja school resource Is greater than change In
schoul demand transfer, then school splllageness
Increases.

ALP > AFT = SL?

If school resource is greater than some value and
school splilageness Is less than some value, then school
storage increases.

1P A SL = SPt

If school resource Is less than some value and school
spillegeness is less than some value, then school
storage decreases.

TP A ST = SP§

If school resource !s constant and school efficlent.
ness at a given time Is less than some value, then
schoo! efficlientness Increases.

P A EF( ) = EFt

if the ratio of maximum school selectlve informationness
to school resource decreases, then school supply trans«
misslion decrcases.

EE%5§1l=a FOl

I¥ school supply Increases and school depletlon is less
than some value, then school supply transmission
decreases. :

FPt A OP = FO!

o e
- A

— ﬂ - - - n - — — ﬁm n m u n . ¥ !
£y kil Sl el BN ey ) A AN T T P oy b= [~ oe = & Ry ey o T =7 R DT =T T s v
- e L SRS e e L L e SeE e T e e T e T T T L R TR

[~




.
If change in school supply is less than some vaiuz
and change In school storage Is less than zero and
change in school supply is greater than zaro and the
negative of change in school storage ls greater than
some value, then school zfflicientness decreascs.

BWFP A ASP < 0 < AFP A =ASP = EF{

If school depletion Increases and school supply transfer
is grcater than some value, thon school resource
increases,

0Pt A FB = IPt

If school stcrage Increases and school filtrationness
decreascs or school spillaegeness decrcases, then
school Informatlion growthness Increases.

SPt Ae FL$ Vv SLI .= TGt

If school demand transfer Is greater than some value and
school splllageness Is luse than some value and school
supply tronsfer Is greater than some value, then school
effliclentness s greater than some value.

ﬂl\ﬁ/\fﬁagg

1¥ school demand transmission Increases and school supply
transmissfon Is constant and school compitibleness Is
constant or school demand transmisslon Is constant «nd
school supply transmission Increases and school com-
patibleness s constant or school demand transmission is
constant and school supply transmlission Is constant and
school compatibleness decreases, then school openness
Increascse. '

Fit A FOA CF oV. FT A FOt A CF ove FT A 78 A CPY o= G1

If school demand transmission decrcases and school supply
transmisslon Is constant and school! compatibleness Is
constant or school demand transmission Is constant and
school supply transmission decreascs and school compati-
bleness Is constant or school demand transmisslon is
constant and school supply tronsmission Is constant and
school compatiblencss increases, then school openness
decreases. :

FIS A FOA CP oV. FT A FOG A CP oVe FU A FO A CPT .= 04
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50as Change In school resource Is greater than change In
school supply. '

N 50b. AP > AFP

5las Change In schooﬂ demand transmission s greater than
shange in school sunpiy transmission.

R 51b. AFl > AFO

*;ﬂ 522, School offlclentness Is équaw to tho maximum school

" efficientness, If and only If school demand transmissfon
O_% Is equivalent to school supply transmission.

 52b, EF = max EF @ F] = FO

' 2, Graph Theoretlc Hypotheses

2,1e Graph Theoretic Antecedont-=Graph Theorctic Consequent

53a. If school complete connectlonness Increases, then schoo!
- flexlbleness Increoascs,

S5bas If school strongness decreases, then school wholeness
Increases,

54b.. SR$ = Wt

55a. If school strongness Increases, then school hlerar-
) - chically orderness decreasecs.

56a, If school strongness Increases, then school flexibleness
- Increases., ’

56b. SRt = Ft

578. 1If school unllateralnéss, thén school hlerarchically
- orderness., : T

"i 575, U= HO

14k

5
-
i




’Q - 58a,
. 58b.
ﬂ} 5 9a,
59b.

6030

60b.

Ei 6la,

51b,

62a,

62b,

63a.

63b.
6lia,

B . 6,

65a.

66a¢

E “66b.

65b., .

is greater then some value,

increases.

If school disconnectionness
then school Independentness

DC =11

is greater than some value,

increases.

If school disconnectionness
then school segregationness

bC = SGt

If school vulnerableness increases, then school complete
connecticnness decreases.

VHt = CCI

If school passive dependentness Increases, then school
centralness increases.

Dpt = CE1t

If school actlve dependentness increases, then school
centralness decreases.

D,t = CE}

A

If schoo! intcrdependentness Increases, then school
complexity growthness increases.

IDt = %G1

If school hierarchically orderness increases, tnen
school vuﬂncrableness increases and school flexibleness
decreascs.

.Hmavmzxm

If scmoou Lompactness increases, then school hierai-
chically orderness decreases.

€Ot = HOY

If school centralness Increases, then school passive
dependentness Increases,

CEt = Dpt




67a. If schooi centralness Increases, then school active
dependentness decreases.

67b, CEt = Dy4

6Ga. If school centralpess Is less than some value, then
school! Independentness increases.

68b. CE = it

__ 69a. If school centralness Is less than some value, then
™ schoo! centralness increases,

69b. CE = CEt

70a, {f school! wholeness Increases and school hlerarchically
orderness s constant, then school integrationness
increases, '

70b. Wt A HO = 16t

7lae The limit of the ratio of school active dependentness
to school passive dependentness as school unllateral-
ness Increases Is equal to one.

71b. 1m0 _
ut Dp

2,1:%s Graph Theoretlc Antecedent with Respect to Two Kinds of
Affect Relaticns=-=Graph Theoretlc Consequent

72a. If maximum school passive dependentness wlth respect
to governing and legitimate affect relations, then
school wholeness increases and school hierarchically
orderness Increases and school centralness Increases.

72b. max Up Gov. -Leg, = Wt AHOt A CEt

2.1.2, Both Graph Theoretic Antecedent and Consequent with Respect
to Affect Relatlons

73a. If school strongness with respect to governing afrfect
relation, then school complete connectionness with
respect to school referent affect relation.

75b. saﬁow. ='ccRefa

.
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“ 74%a. If school strongness with respect to refercnt affect
Iq relation, then school vulnerableness with respect to
governing affect relation decreases. .

7hb.  SRRef, = VNGov, !

753, If school strongness with respect to referent affect

?i relation, then school vulnerableness with respect to
i referent affect relation decreases,
L

76a. [f school strongness with respect to reward affect
relation is greater than some value, then school come
plete connectionness with respect to rcferent affect

]

)

relation increases or school strongness with respect
09 to referent affect relation Mncrcases,
HJ 76b, SRpew, = Clpef.t V SRpef, !

-J
~3
o]
.

If school strongness with respect to reward affect

- relatlion Is greater than some value, then school whole=-
ness with respect to governing affect relation and
school hierarchically orderness with respect to govern-
ing affcct reclation,

FT 77be. §5Rew. a'wﬁovs A HOGov.

78a, 1f school strongness with respect to governing affect
M relation increases and school hierarchically cederncss
% with respect to governing affect relation decreases,
N then school strongness with respect to referent affect
relation Increcases.

78be  SRgoy, t A HOgoy, ¢ = SRRer, t

7/9a. [If school strongness with respect to referent affect

- relation Is greater than some value, and school hierar-
i@ chically orderness with respect to governing affect

i relation is greater then somec value, then school wholc-
ness with respect to governling affect relation.

79b.  SRpef, A HOGoy, = Wgov,

]
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80a., [f school strongness with respect to referent affect
relation Is less than some value and school centralness
with respect to governing affect relation, then school {
wholeness with respoct to governing affect relation, , B

m

1 TR - Y

f 80b. SRRef. A CCGOVQ = "GOVO

Cla. |If school strongness with respect to referent affect
relation Is less than some value, and school hierar=
chically orderness with respect to governing affect

| relation Is greater than some value and school central-

5 ness with respect to governing affect relation, then

3 school compactness with respect to governing affect

ralatlon Increases,

| 81bs  SRpeg, A HOgoy, A CEgoy, = COgoy, !

82a. |If school wholeness with respect to referent affect
relation, then school complete conncctionness with

, respect to refercnt affect relatlon Increases or school

: strongness with respect to referent affect relation

i increascs.

82be  WReg, = Clpeg,t V SRpef, !

; 83a. If school hlecrarchlcally orderness with respect to

3 governling affcct relation is greater than some value and
! school flexlblencss with respect to governlng affect
relation is grcater than some value, then school dis-
conncctionness with respect to referent affect relatlion.

L
e e

83be x_'ﬂg(;ov. A EGOV. = Dcnef.

2,2, Graph Theoretic Hypotheses with Respect to Affect Relations

Sha, School disconnectlonness Is greater than some value with
respect to Instructional affect rclation,

Bibe DC)pn.

j 85a. School disconnectionness Is greater than some value with
' respect to Inquiry affect relation.

asb. lD-E-W NGe
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Set Theoretlc Hypothoscs

8630

86b,
8730

87v.
88a,

33b,
8930

&9b.

If school state steadiness Is greater than some value,
then school stralnness incrcascs,

§S = SAt

if school strossness is less than some value, then
school statec steadlina:s Is constant,

SE » §¢

If school stressness greater than some value Increases,
then school stralnness lncrcascs,

SEt = 5At

School state steudliness Incrcases [f and only If school
state determinztlionness increases, and school state
steadiness decrcascs if and only If school state deter=
minationncss decreases.

$St @ SD1 +Ae 5S¢ & SDI

Information and Graph Theoretic Hypotheses

hy1, Information Theorctic Antecedent--Graph Theoretlic Consequent

90a.

9Y0b,
9]30

91b.

92a,

92b,

93a.

93b.

If school demand Increases, then school centralness
decreases.,

Tt = CE}

If school demand transmission decrcases, then school
unilateralness decrecases,

Fil = U¢

If school demond transmisslion less tharn some value
decreases, then school hierarchically orderness
decreases,.

FT4 = HOY

If school demand transmissién decreases, then school
complexlty degenerationness Increases.,

Flé = XDt
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9&0.

Ghb,
95a.

95b.
96a.

96b.
97a.

97b.
9830

93b.

If school supply transmission Is less than some value,
then school comple::lty degeneratlonness lncreases,

FO = XDt

If school demand transfer Increases, then school weakness
Is less than some value,

FTt = WE

If school demand 1s nearly minlmum and scheol supply
increases, then school disconnectionness Increases,

N
TP A FPt =2 DCt

If school demand transmisslon Increases and school com-
patibleness Is nearly minimum, thon schoo! disconnection-
ness increascs. ' : '

Fit A TP =0Ct

If school storage Incrcases and school flltrationness
decrcases or school splllageness decreases, then school
Integrationness Increascs.

SPt Ae FLI V SLI o= |Gt

hiilele Information Theoretlc Antecedent--braph Theoretlc Consequent
with Respect to Affect Relatlon :

9%a.

99b.

If school resource Increases and school storage Is
greater than somc value, then school segregatlonness with
respect to refeorent affect relation.

he2, Graph Theoretlc Antccodent==Information Theoretlc Consequent

100a,

100b,
101a,

101b.

If school complete connectionness Increases, then school
demand transmission lncreases.,

CCt= Flt

If school woakness s greater than some value, then school
demand transfer Is less than some value. '

ME = FT
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102a,

102b.

]0330

103b,
10ka.

104b,
105a,

105b,
]0650

106b,
107a.

107b.
WOBa.

106b.
109a.

1C9b,
110a,

110b,

If school Interdependentness Increases, then schoo!
demand transmission Increascs.

IDt = FJ 1t

If school wholeness increases, then school regulation-
ness Is loss than some value,

Wi = NG

If school compactnoss greater than some value Increases,
then school efflclentness Increases.

€Ot = GF?

If school centralness Increases, then schoo! demend
decreases.,

CEt = TP}

If school complete connectionness Increases or school
strongness Increases, then school demend Increases.,

¢Ct V SRt = TP

If school complete connectlonness .Increases or school
strongness Increases, then school resource Increcases,

CCt v SRt = IP?

If school complete connectlonness Increrses or school
strongness [ncreases, then school filtrationness
decrrases, "

CCt v SRt = FLI

If school complete connectlonness Incrcases or school
strongness [ncreases, then school splllageness
Increascs,

CCt v SRt = SLt

If school complete connectlonnes: Increases or school
strongness Increcases, then zero Is less than change In
school supply and change In school supply Is less than
change In school resource.

CCt vV SRt = 0 < AFP < AIP
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112b,
]]330

113b,.
llha.
]lhbo

]]530

115b,

If school complete conncctionness Increases or school
strongness Increases, then change in school storage Is
greater than cnenge in school supplye.

CCt v SRt = ASP > AFP

If school strongness Increases and school hlerarchically
orderness §s constant, then school regulationness
decreascs,

SRt A HO = RG!

If schoo?! wholeness Increases and school hlecrarchically
orderness Is constant, then school cffliclcntness
decreascs,

Wt A HO = EF}

If school wealiness and school hicrarchically orderness,
then schoel flec:tlbleness decreascs.,

WE A HO = Fi

If school unflateralness or school weakness Increases or
schocl disconncctlonness Increases, then school resource
decreases and school supply decreases, .

UVMWEt VDCt= [PI A FPJ

Lhe241e Graph Theoretlc Antecedent with Respect to Affect Relatlon--
information Theoretlc Consequent C

Wﬂﬁa.

116b,

11780

117b.

If school passlve dependentness with respect to reward
affect rclation Increases, then school supply trans-
mission decrcases,

DP RCW6t>: F04

If school passive dependentness with respect to reward
affect relation Increases, then school adaptlveness
greater than some value Increases,

Db Rew,! = 221

== 3

.
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‘ llaa.

"llsbq

" 119a,

119b.

1208,

120b,

121a,

i2ibe W
}22aa*

122b,

"]23&0

123b.

12la.

12im,

. GOV@-

if school Independentness with respect: to governing
affect relatlon Increases, then school supply increasese

logw,t = PP

If school lndcpendentness with. respect to governing
affect relatfon Increases, then school depletion is less
than some value,

! t = OP

If school Independentness wlth respect to governlng

affect rolation Increases, then school supply trans-
mlssion decreasese

|f school whoﬂcness with respect to referent affect
relatlon s -greater than some. value, theri the absolute
value of the difference of school supply from maximum
'school suppiy is grcater than -some .value.

-Ref = }ma" E-P - FPI _

'If school wholeness with respect to referent affect

relation Is greater than some value, then school open=-
ness [s necayly.minimum,

P I T
»

= 0 d
" . 3 BRI !
A€ school k) a:chlcally ordermess with respect to
governing afvect relation Increases, then schoow fll-
trationness Increases,

PR S
’ =5 Fi-t .- a0

ﬁaef.

GQV.
mf school complexnass with reSpect to faclllitating

affect relation Is greater than some value, then
schoo! rcgulatlonness -is graater than some value.

ey, = 8
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125a.

12680

120b.

'12700

127b.

12830

123b,

ngao

129b.

4,2.2, Both Graph Theoretic Antecedent and Information Theoretic
Consequent with Respect to Affect Relatlon

If school comploiness with respect to facilitating
affect relatlon Is greater than some value, then school
demand transfer with respect to facilitatlng affect
relatlon Is less than some value,

125b.  CXpac, = FiFac,

I,2.5. Graph Theoretic Antecedent with Respect to Two Affect
Relations--information Theoretic Consequent

iIf schoo! passlve dependentness with respect to inquiry
and legitimate affect relations - Increases, then school
supply transmission Increases and school spillageness
Increases and maximum school selective Informationness
is greater than some value.

Op !nqg-Leg.’ = FOt A SLt A max Sl

if school passive dependentness with respect to Inquiry
and expert affect relations Increases, then school
supply transmisslon decreases and school splllageness
greater than some value Increases and maximuiz school
selective informationness Is less than some value.

Dp fnqe-Exp.! = FO A SLt A mexST

If school actlve dependentness with respect to facili-
tating and lecgltimate affect relations Is greater than
some value, then school regulationness Is less than
some value. o

, TE

By Fac.-Leas =

If school wholeness with respect to Inquiry and
referent affect rclations Increases, then the ratio of
maximum school selective informatlionness to school
resource lncreases,

mast S|
"lnq.-Ref.t =TI
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130b.

oy

ﬂ3la.

i S e

g3

;i 133b,
132a.
[

; 132b,

Sl hey

lens.;ﬂef. A cc!ns.-Ref.’ A wﬂms.-Ref.1 =

ﬂgﬁns.-Exp. A ccﬂns.-Exp.“ A "Ins.-Exp.’ =

Q§|n5w~ﬂef. A Dp lu‘ms.-ﬂteﬁ’.‘1 A‘wlns.-ﬂef.’ =

If school disconnectionness with respect to instruc-
tional and refercnt affect relations is greater than
some value and school complete connectionness with
respect to Instructlonal and referent affect relatiors
increascs and school wholzness with respect to Instruce
tlonal and referent affect rclations Increases, then
school resource increases and school supply Increases
and school supply trensmission decreases and school
regulationness increases.

IPt A FPt A FOI A RGE

if school disconnectionness with respect to Insc:ruce
tional =nd exnert affect relations is greater than

some value and school! complete connectionness with
respect to Instructiona? and expert affect relations
Increases and school wholeness with respect to instruc-
tional and c:pert affect relations Increases, then
school resource Increases and school storage Increases
and school supply transmission lncreascs and school
filtrationness Increases,

IPt A SPt A FOt A FLY

If school disconnectlionness with respect to Instruc-
tional and rcferent affect relatlons s greater than
some velue and school passive dependentuess with respect
to Instructlonal and referent affect rclations increases
and school wholeness with respect to Instructional and
referent affect relations Increases, then school
resource decreases and school supply decreases and
school supply transmission decreases and school regu-
latlonness decreases,

Pt A FPL A FOI A RGY
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133a. (f school disconncctionness with respect to Instruc-
tional and reward affect relations Is grcater than some
| value and school passive dependentness with respect to
instructional and reward affect relations Increases and
| school wholeness with respect to instructional and
, reward affect rclations Increascs, then If school envi-
i ronmental changeness Is greater than some value then
B school adaptiveness is greater than some value, and
|
l

@

school resource Is less than some value and school
storage is less than some value and school filtration-
ness 1s greater than some value.

€3

ﬁ :52 1336, BCins.-Row. N BP Ins.=Rewe T A YWins.-Rew, T @ ECS =

%
i)
.
e

AD ATPASPAEL

X - 13ka, If school disconncctionness with respect to Instruc-
- tional and legltimate affect rclations Is greater than
some valuc and school passive dependentness with
respect to Instrurtional and iegitimate affect relations
increases and school wholeness with respect to Instruce
. tional and legltimate affect relations increases, then

; school supply transmission increases and school
; spillageness is greater than some valus and school
regulationness is greater than some value.

v 13%be  BCyng,-Lege M D Ins.-lege ! A Wins,-Lege b =
. FOt A SL A RG

- 1352, If school disconncctionness with respect to instruce
B tional and punishment affect relatfons Is greater than

4 " some value and school passive dependentness with respect
j : to Instructional and punishment affect reiations
E Increases and school wholeness with respect to instruce
tional and punishment affect relatlors Increases and
school hlerarchlcally orderness with respect to school
instruct{onal and punishment affect relations increases,
then If school cnviroumental changeness is greater than
some value then school adaptiveness Is less than some
value, and school supply decreases and school supply
transmission decrcases and school regulatlonness
decreases and school stableness Increases and school
equifinalness Increases,

£ o

.

135be  BCyns,-Pun, M DOp Ins.=Pun, ! A “Mns.-lcg.t A .

' HOyps,=Pun, ! =+ ECS = AD oA FPY A FOI A RGI A SB? A ELt
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4,3, Graph Theorctlc Antccedent-=information and Graph Theoretic
Consequent

Ie301s Graph Theorctic Antecedent with Respect to Two Kinds of
Affect Relatlons-=Information and Graph Theoretic Consequent

136a. If ma;:imum school actlive dependentness with respect to
development Inquiry and legitimate affect relatlions,
then school supply Is less than some value «nd school
filtrationness Increases and school spillageness
increases and school regulationness is les: than some
valuc and school active dependentness with respect to
Inquiry affect relation decrcases and school active
dependentness with respect to instructional affect
relation increcases.

136b. TP AFLEASLEATE A 0, mq,‘ A

%D
o T m“q’Dcv.."m'eg’

D lns,I

b4i, Information and Graph Theoretic Artccedent=-Graph Theoretic
Conscquent

1378 f school supply transmisslion Is greater than some value
and school compactness Is less than some value, then
school scgregationness is less than some vaiue.

137b. FO A €O = SG

4.5, Information and Sraph Theoretic Antecedent-=-information
Theoretic Conscquent

1383, If school demond Increases and school compactness
greater than some value increases, then .school regula-
tlonness Increases, -

138b. TP% A COt = NGt

139a, If school demend Increcases and It is not the case that i
school compactness grecater than some value !ncreases,
then school cfficlentness decrcases.

139b. TPt A ~LOT = EF! |
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beSela

]lﬂ'ﬂao

140b,

If school supply is constant or school supply decreases
and school complete connectionness Increases and schoot
strongness increases, then school demand transfer
decreases,

FB V FPS A CCt A SRE = FT}

Information and Graph Theoretic Antecedent wlth Respect to
Affect Relatlon--Information Theoretic Consequent

“4]@0

141b,

“‘3‘230

142b,

If school demand Increases and school independentness
with respect to governing affect relation Increases,
then school supply transmission Increases.

TP1 A lggy, ! = FO

If school supply transfer Is greater than some value and
school passive dependentness with respect to punishment
affect relation and school actlve dependentness fis
greater than some value, then school efflclentness is
greater than some value.

EEADPP /\.ﬁil)“agﬁ

Une A

Information and Set Theoretir Hypotheses

5¢le

Information Theoretlc Antecedent--Set Theoretlic Consequent

M'}3ao

1430,

i l"""a .

(MMh ®

]i&Sa.

]Q‘Sbo
”'}630

146b,

If school demand transmission §s constant, then school
homeostasisness Is less than some value. :

FT = 7S

If school flltrationness decreases, then school isomore
phismness Increases,

FLI = Mt

If school:filtrationness is greater than some value,
then school stableness s greater than some value.

FL =SB

If school adaptlveness is greater than some value, then
school stableness decreases.

AD = SBi
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{“‘"ﬁ Mﬂb.
]“88.

B 1480,

% 149a,

=
Lo ad =

149b.

A

ISOa-

150b,

HSIao

151b.

E} 152a.

n 152b,

mission is nearly minimum, then school stressness

EC= A ~FT A FB = SB

g} 5.1e1s Both Information Theoretic Antecedent and Set Theoretic
Consequent with Respect to Affect Relations

5a2e Set Wheoretﬁc Antecedent-~Information Theoretic Consequent

.- decreases_and school filtrationness decreases and

If school demand Increases and school supply trans-

incircases.
TPt A FO = SE?

If school environmental changeness is greater than some
value and {t Is not the case that school demand transfer
Is greater than some valua and school supply transfer

is greatcr than some value, then school stableness Is
less than some value.

S

If school f!ltratﬁonmess with respect to Instructional
affect relatlon increases, then school Isomorphismness
with respect to instructional affect relation
increases,

t

H'lns.’ LT

If schoci automorphismness Increases, then school
resource Increases and school storage Increases and
school supply decreases and school supply transmission

school spillageness decreases and school effﬁcﬁentness
decreases,

AMt = TPt A SPt A FPY A FOL A FLI A SLE A EF}

If school Isomorphismness increases, then school supply
decreases and school supply transmisslon decreases.

Mt = éPY A FOI

I f s§hodﬁ‘§téte steadiness Ms'dreatér than some value,
then schoo] adaptliveness is less than some value.

8s = AD




| 153a, If school state determinationness Increases, then
g school regulationness decreases.
153b. SDt = RG!
; 154a. If school state determinatlonness Increases, then
school selective informationness decrzases,
154bs SDt = S{}
1552, If school equifinalness Is greater than some value,

then school regulatlionness Is less than some value,

155b, EL = RG

‘ ; 156a. If school! equifinalness at a given time and school
\ 5 homeostasisness is greater than some value, then
school reguiationness is less than some value.

i56b.  EL(t,) A HS = TG

5¢2.1. Set Theoretic Antccedent with Respect to Affect Relation==
informatlon Theoretic Consequent

157as If school [somorphismness with respect to Instructional
affect relation increases, then school supply decreases
and school supply transmlssion decreases,

157bs | t = FPL A FOI

Mlns.
o 5¢3. Information and Set Theoretic Antecedent--information
4 Theoretic Consequent

L 1562, If school demand Increases and school sizeness Is
| constant, then school supply transfer increases,

158b, TPt A SZ = FB?

= 159a. If school envircnmental changeness ls greater than some
E value and school compatibleness is greater then some

V value and schoo! stableness is greater than some value,
4 then school storage is greater than some value or

i school flltratlonness s greater than some value or
school spillagencss Is greater than some value,

150b. ECx A CP A SB = SPV FLVSL

160
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160a, If school demand increases and school supply increases
and school stzeness Is constant, then school supply
transmission Increases.

160b. TPt A FPt A SZ = Fot

161a. If school depletion Is constant, and school automor=
phismness decreases and school homomorphismness s
greater than some value, then school supply transe-
missfon decreases.

161b. P A AN A HM = FOJ

5¢lte  Information and Set Theoretlc Antccoient-=Set Theoretlc
Consequent

162a, [f school demand Is less than some value and school

demand transmlisslon Increases and school stableness s
less than some value, then school stableness increases,

162b. TP A FIt A SB = SB1
163a, If school demand Is greater than some value and school
demand transmission decreases and school stableness !s
less than some value, then school stableness increases,
163b. TP A FI4 A SB = SBt
6. Graph and Set Theoretic ilypotheses
6els Graph Theoretic Antccedent-=Set Theoretlc Consequent

16ka. If school Independontness Increases, then school
stableness Is less than some value,

164b, 1t = SB

165a. If school flexibleness decreases, then school state
determinatlonness increases.

165bs Fi = SDt

166a. If school centralness Increases, then school state
7 steadiness Increases,

o ‘§
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']6700

167b,

]6830

150b,

16960

169b,

60].]. Both
with

170a,

170b.

171a.

If school complexness greater than some value Increases,
then school! slzcness Increascs.,

CXt = SZ21¢

If school Indepcndentness Increases and school whole=
ness Increases, thon school statc stecadiness Is greater
than some valuc,

It AWt=SS

If school wholeness Is greater than some value and
school centralness Is greater than some value, then
school state decerminationness §s greater than some
value.

A CE=SD

Graph Theoretlc Antecedent and Set Theoretlc Consequent
Respect to Affect Relatlon

If school centralness with respect to Instructional
affect relatlon Increases, then school Isomorphismness
with respect to Instructional affect relation
Increascs, ‘ '

cEIns

.t = “‘llns.‘l

If school disconncctlonness with respect to faclll-
tating affect relation Is greater than some value and
school wholcnoss with respect to facllltating affect
relation is less than some value, then schrol state
determinationness with respect to facilitating affect
relation Is less than some value,

17lbs Dlpac, A Vpac, = SDpae,

172a,

172b,

6e2. Set Theoretlc Aniécedent--ﬁrapb.Theoretlc_tonsequent

If school automorphismness Increases, then school
wholeness decreases.

AMt = Wi

162
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173a. If school automorphlsmness Increases, then school cen=
tralness decreases.,

'73bo AMt = ﬁEl

17ha. Change In scheol sizeness is greater than change In
school hlerarchically orderness.

174be  ASZ > AHO

6¢3. Graph Theoretic Antccedent = Graph and Set Theoretic
Cons2quent
175a. If school complexity degeneratlonness Increases, then

175b,

schoo! sizc dogcneratlionness Increases or school
disconnectlionness Incrcases.,

XDt = ZDt v DCt

Golte Set Theorctlc Antecedent=--Graph and Set Theoretic Consequent

l76a¢

176b,

If school state steadiness Is less than some value,
then school scgregationness Is less than some value and
school Intcgratlionness Is less than some valuc and
school homcostasisness Is less than some value.

SS=2SGAT6AHS

6.5, Graph and Set Theoretlc Antecedent--Graph Theoretlc Consequent

17734

177,
]7830

178b,
!79&0

179b,

I¥ maxImum school weakness and school slzeness
Increascs, then school passive dependentness increases
or school active dependentness Increases,

max WE. A SZt = DM VDpt.

If school hlerarchlc.lly orderncss at a glven time Is
greater than some value and school sizeness at the same
time Is greater than some value, then school [ndepen-
dentness at a later time Increases.

Ho(ty) A Sz(ty) = 1(ty)t

If school slzcness Increases and schooi complexity
growthness Is constant, then school vulnerablencss
Increascs,

SZt A XE = Vit
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184b,
IGSa;

135b.

If. school slzencss Increases and school complexity
growthness s constant, then school flexibleness
decreases,

szt A %€ = 74

If school slzcness Increases and school complesxity
growthness [s constant, then school centralness
decreasas,

SZt.A XG = CC4

If school slizeness Is constant and school complexity
degencratlonness increases, then school dlsconnection-
ness Increases. :

SZ A XDt = DG

If school slzeness decreases and school complexity
growthness Increcases, then school disconnectionness
decreascs.,

SZL A XDt = DCY - -

- If school complexness Increases and school slze growthe

ness Is constant, thcn school compactness decreases.
CXt A 28 = cod

If school complexness increases and school slze growth-
ness Is constant, then school centrainess Increcases.

Xt A Z€ = CE? .

Graph and Set Theoretlc Antecedent--Set Theoretic Consequent

lSGaa

136b.
]37&0

107be

. If school centralness Increasss and schooi stressness

Is. greater than some value,. then school stableness
decreases, P

CEt A SE = SB4

4

If school stressness Is equal to zero and school cene

-tralness Increases, then school stablencss Increases.

SE = 0 A CEt = SBY

m
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180a. |f school slzeness Increascs and school complexity
growthness 1s constant, then school state determina-
tionncss incrcases.

188b. SZ1 A XG = SD?

Information, Grapli, and Set Theoretic Hypotheses

Tele

Graph Theorctlc Antccedent--Information and Set Theoretic
Consequent

7o1s1e Graph Theoretlc Antecedent with Respect to Affect Relatlon--

724

7e3s

Information and Sct Theoretic Consequent wilth Respect to
Affect Relation

189a, If maximum school active dependentness with respect to
rescarch Inquiry and leglitimate affect relatlons,
then school resource Increases and school supply
Increcases and school storage lncreases and school
filtrationnoess lncreases and school automorphlismness
with respect to instructional affect relation
increcascse.

189b. max Dp [ngy,  -Leg, = IPT A FPYA SPEAFLEA Alp,!

Set Theoretlc Antccedent--|nformation, Graph, and Set
Theoretlc Consequent -

. 190a. If school homomorphlsmness at a later time Is greater

than school homomorphismness at a given time, then
school demand §s nearly maximum and school size
degencrationness s nearly maximum and school compleix-
Ity degencrationness Is nearly maximume

190b.  HM(t,) > it(t,) = TP A ZD A D

Information and Graph Theoretlc Antecedent-=Sct Theoretlc
Consecquent

191a. |If school cfficlentness Is greater than seme value and
school compactness Is greater than some value, then
school state determinationncss Is greater than some
valuc,

191be EF A CO =S

165




7elte

750

Information and Set Theoretlic Antecedent-=-Graph Theoretlic
Conscquent

192a,

192b,
]93&.

193b,

If school slze growthness decreases and school selec-
tive Informatlon growthness is constant, then school
complexity growthness Increases.

2G4 A TC = XGt

If school size degenerationness decreases and school
selective Information degenerationness s constant,
then school compicilty degenerationness lncreases.

04 A TD = 3Dt

Graph anc Set Theorctlc Antecedent--information Theoretlc
Conscquent

isha,

194b,
1954,

195b,
‘9680

196b,

- 197a.

- 197b,

19360

198b.

If school slzeness Increases
growthness Is constant, then

SZt A XE = Tt

If school sizeness Increases
growthness is constant, then

decrecases,

SZt A XE = Fl4

If school slzeness Increases
growthness Is constant, then
mission [ncreascs and change

misslon decreases,

szt A %€ = FOt A AFOL

If school slzencss lncreases
. growthness Is constant, then

Increascs,

SZt A XG = FTt

If school slzeness Increases
growthness Is constant, then

dacreases,

SZt A X& = FBY

166

and school complexity
school demand Increasese.

and school complexity
school demand transmission

and school complexity
school supply transe-
in school supply trans-

and school complexity
school! demand transfer

and school complexlty
school supply transfer

.
h
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If school sizeness increases and school complexity
growthness 1s constant, then school regulationness
increases to some value and then decreases.

szt A X8 = RGD

iIf school slzeness Increases and schocl complexity
growthness 1s constant, then school compatibleness

decreasesS.

SZt A XE = CPI

¥ school slzeness Increases and school complexity
growthness Is constant, then school efficlientness
increases to some value and then decreases.

$21 A XG = EFQ




CHAPTER Vi1

NG THE THEORY TO DATA

RELATI




Need and. Mature of Relating
a If nothing can be stated about how the educaticnal theory

relates to observations about-education (to educational data), then the

devising of the theory was simply sheer and idle speculating. - it

would have been sheer speculating, because there would be no conceiv-

able verification procedure for the resultant theory. it would have

been ldle speculating, because there would be no use for the resultant
; theoiys A theory that can nelther be confirmed nor disconfirmed is one
} without application. Concepts wﬁthout percepts are empty._

|

Something, however, can be stated, even though a compﬁete f

statement Is not possible within the scope of this project. A complete

statement would involve the specification of all the decision procedures

m g

for reﬂating theory to data (the specnfncation of aﬂm the nndmcators).

£3

Slncc such a specﬁfﬁcutﬁon must be done in the conte t of data as well

as ln the conte&t ‘of the thcory, a thorough comlection of extant educa-

tlonaﬂ data is requmreda This thorough comlectMOn could not be under-

taken wnthnn the lﬁmﬁtafmons o‘ this project but Is a part of our next

55 1

proyectﬁon with respect to the educathnaﬂ theory. Neverthemess, some

specification can be presented, for the theory was not devised apart

fromimoée than a cursory examination of extant educattonaﬂ data. Stated

differently, the theory was constructed relatlve to data, and so ways of

relating the theory to data are Inherent in the theory.

mSee the Conclusion.

R
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i Presentation of Relating

ja In the presentation of the relating of the theory to data,
paradigm hypotheses of the theory are stated? and the specification
relative to each cited., That the hypotheses are paradigms s patent

from the grouping according to the logico-mathematical structure of the

properties related in the hypotheses and the subgrouping according to

O T R Y PO .

the similarity of specificatfon within the structural grouns,
E Group 1: Hypotheses Contalning Information Theoretlc Pt operties i
| Subgroup 1,1: Hypotheses Contalning Properties Involving the
H-Functlon-~School Demand, TP, School Resource, P, School Supply, FP, Y
and School Depletion, OP :
g 5a. If school demand Increases, then school resource Increases to Vﬁ
B some value and then decreases, g
5be TPt = IPQ
&
3 S5¢le TP and IP can be specified In terms of frequency distriby~- &
. tion of components or affect relations of a school's sur=
E roundings or of a school respectively relative to a glven =

set of categorics, i

5¢2¢ lIncreases, t, can be specified as a greater value of the .

zmount of Intormation, li, at one time than at a preceding T

time, Simllarly, decrcases, ¢, can be specified as « lesser N

value of H at one time than at a preceding time. It Is ,

patent then how Increases to some value and then decreases, %5 _

i}y can be specificd, :

: : |

5¢3¢+ In this hypothesis and most of the others, implies, =, ril

occurs, The specification for = Is a given decislon proce~ Al

dure, e.g. a glven statistical procedure, for comparing fit |
of values (data) with rclationships stated In the hypotheses,

2The numbering of the hypotheses in Chapter Vi is‘rétaﬁmed to
permlit cross referencing, A '
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15a, If school depietion Increases, then school supply increases,

15bs OPt = FP?

15,1 The speclfication for OP and FP is analogous to that of TP .
and lg. The categoriesy however, are not necessarily the
same., _ :

Subgroup 1.2: Hypotheses Contalning a Prcperty involving Conditional
Distribution-=Schoo! Storage, SP

37a. If school resaurce Increases and school storage is less than
some valuc, then change in school resource is equal to change
In school storage, ,

37bs  IPT A 'SP = AIP = ASP

571« Slnce 'storcputnesé" wés defined In the S1GGS Theory Model
as inputriess that Is not fromputness, the specification of
SP is the conditionatl selecgﬁve Information of iP_given FP,

| lg(IPIFP). The use of ‘this function entails determina&{pn
of the conditlonzl distribution of I® with respect to FP,

37+2. s less than somo vaﬂue,"-, must be interpreted through
an analysis of data which relates to the hypothesis. For

- example, If such an analysis with respect to IPt, SP, AlP,
ﬁ? , and ASP reveals a value, v, for SP such that the hypothesis
i does not hold beyond v but does hold at values less than v,

then v Is taken to be the value of SP,

37.3. Change in, 4, ‘can bc specified qualitatively as two distinct
- indicated values of a property. One way to specify change
" ‘quantitatively is to specify a continuum of values for
change with respect to a property. To illustrate, the
quotient of two values of a property specifies a change con-
‘tinuum which varies from 0 to.+®, and the difference of two
values of & property specifies a change continuum which

L varies from ~» to +», If the values of a property vary in
. . - @ non-regular fashion, then a more appropriate continuum

o . of change values Is specified by considering the difference
!j R

;i’ 3When specifications have been cited previously, they are not

repcateds In the casc of 15b, for instance, the specifications for t
. and = were cited previously with respect to 5b,
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quotient of that property's values with respect to Some
! regular varying term, e.g. the difference of IP with respect
X to time:

=%

If the limits of this guotient are determined, then the
first derivative specifies the continuum,

e

37.4. When and, A, conjoins properties, the interprotation is that
| values for the conjoined properties are determinakie.

K 37.5. Is equal to, =, is confirmed to be the relation holding
between properties, if the values of the properties which
=1 connects are cqual or do not differ significantly.

3 g3

[ Subgroup 1.3: Hypotheses Contalning Properties Involving the
| T-Function~-=Schoo! Demand Transmission, Fl1, School Supply Transmission,
B F0, School Demand Transfer, FT, and School Supply Transfer, FB

=3

‘3 5la. Change in school demand transmission Is greater than change
.% in school supply transmission,

B 51b, AFl > AFO

f 5l.1s Fl is specified In terms of the joint distribution of TP
% and 1P, wherc TP and IP are taken at times ty and t,

3 ' respectively and where tj precedes ta. The value of Fi
# then is 1(TP,IP), t.c. T(TP(ty), IP(ty)) where ty < ty. Any

3 of the various correlational or multivariate analyses, if
% the frequency distribution is available, provides the basis
| for calculating the T-function.

51.2, FO is specified analogously to Fi, although the joint dis- '
B tribution involved is that of FP and OP Instead of TP and %%
N P,
| § > 51,3, 0Is greater than, >, Is specified in the standard way; the !I

value of AFl Is greater than the value of 4FO.

; 330, If school demand increases and school supply increases, then:
school demand transfer increases.

ﬁ

33b. TPt A FPt = FT?

Gl N O Ex




33.)s The specification of FT Is analogous to that of Fl and FO,
The jolnt distributlon, however, involves TP, P, FP, and
OP where TPy 1P, FP, and OP are taken at times ty, tj, ts,

and t;, respectively and where t precedes t,, ty precades
ty, and tg precedes t),. | L

2la, If school supply transfer Is greater than some value, then
- school storage is less than some value. B

2ti, FB = SP

24.1. The specification of Fb Is analogous to that of FT. The
differcnce fs that TP, IP, FP, and OP are not taken at the
same times. FP, OP, TP, and IP are takon at times.ty, ty,

ts, and t), respectively, where t, precedes té’ t, precedes
t3s and t3 precedes ty.

24,2, 1Is greater than some value, _, is specifled analogously to

Subgroup l.h: Hypotheses:' Containing Propertlies Involving the
B-Functlon-=Schopl Compatibleness, CP, and School Efficlentness, EF

21a. If school demand transfer increases, then school compatible-
ness increasess
_ easese

21,0, CP! is deflined as commonality between Fl and FO, .i.e.
B(FI,F0). The use of B(F1,F0) as a specification for
CP depends upon the spéctfication of the distributions
underlying Fl and FO which-are jolnt distributions of
TP and IP, and FP and OP respectively, and the specifica-
tion of the joint distributions of TP, IP, FP, and OP,
When these jolnt distributions are determined, the
b-functlon Is calculable.: '

If school resource:ls constant and school efficientness at
- a given time Is less.than some value,- then schooi efficlient-
ness Incrcasess. .- - . .

P A EFTE)  EFt

o




L1.1. EF, belng defined as B(FT,TP), requires the determination
: of the distributions underlying FT and TP,

k1,24 Vhen a property Is expressed as a function of time, the
unit of time over which the values for the property are
determined must be specified. Hence, the confirmation of
“he hypotheslis depends on the selection of the time
interval, .

k1.3 Is constant, *; is specified in the standard way; the value
of IP does not change.

Subgroup 1.5: Hypotheses Contalning a Property Involving Property

States~-=School Openness, 0

29a, [If school openness Increasés, then school efficientness
docreases,

29b, 0t = EF{

29¢1s 0 is structured in terms of property states:
STgy + STpg = STeps Consequently, upon the specification

of Fl, FO, and CP, the relating of values in the pre-
scribed way yields the value of 0,

Subgroup 1.6: Hypotheses Containing Properties Involving Max==School
Filtrationness, FL, and School Spillageness, SL

26as |If school filtrationness Is greater than some value, then
school compatiblencss is greater than some value.

26b, FL = CP

26.1. The formal requirement for filtrationness Is that It be a
- differential between maximum toputness state, max STrps

and toputnes: state, STyp. Specification for FL, therefore,
depends upon specification of TP which has been discussed,
specificatlon of max TP, and specification of the dif-
ferential between max TP and TP, Max TP can be specified as
the maximum number of school demand categories possible for
a school. Another specification is given the range of
possible school demand categories, TP/, the vaiue of

max TP, max STpp, Is ma: H(TP}, l.c. the casc when alter-

natives are equiprobable, The differential between inax TP
and TP can be specified as the difference between the Ind}e
cated values of max TP and TP.
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39a. [f school resource is greater than some value and school
spillageness Is less than some valuc, then school storage
Increasess.

39b., 4P A SL = SPt

39.1e The formal requirement for spii..jeiness s that it be a
differentlal between maximum feedlnness state, max STg,,
and feedinness state, STgje Specification for SL, there-

fore, depends upon speciflcation of Fl which has been dis-
cussed, speciflcation of max Fl, and specification of the
differentlal betwcen max Fl and Fle The latter two
specifications are analngous to those with respect to FL,.

Subgroup_i.7: Hypotheses Contalning a Property Involving Amount of
Sczlestlve Information==School Selectlve Informationness, Si

hza, If the ratio of maximum school selective Informat!onness to
school resource decrcases, then school supply transmission
decreases, '

L2b, m’i—‘;ﬂl = FOI

L2,1, The speciflicatlion of SI requires a classification of Infor=-
mations which are in a school,

b2,2, The ratio Is to be Interpreted as the quotlent of the prop~
erty values which it relates.

Group 2: Hypotheses Containing Graph Theoretic Properties

Subgroup 2,1: Hypotheses Containing Properties lowvolving Affect
Relation Configurations-=-School Complete Conncctionness,CC, School
Strongress, SR, School Unilatcralness, U, School Veaikness, WE, School
Compactness, €0, and School Centralness, CE

106a. If school complete connectionness Increases or school
strongness Increases, then school demand increases.

106b, CCt Vv SRt = TP
106.1. CC can be specified in terms of two way connections between
school components, since 'CC! is defined as every two com-

ponénts directly channeled to each other with respect teo
affect iclatlons.
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Dlau

91b,

If any specification Is to be glven to CCt, then change in
CC must be spcciiied, l,e. a range of values for CC,
The ratio

number of two way direct channels
max number of two way direct channels

specifles a discrete set of values which ranges from

0 (no two way connectlions) through varlous fractlons of

CC to 1 {all possible two way dlrect channels). Such a
speclification makes values of CC Independent of school
slzeness, SZ, because the max number of two way direct
channels provides a rclational not a size basls for the
scale. Thus, ‘a CC value of % means that, Independently of
SZ, + of the possible two way connections are presente An
Increase in CC, then, is taken to be an Increase In the
ratlo. It Is to be noted that the max number of two way
direct channels Is determinable as a function of slzeness,
ieCe

nin « 1
2

where n Is the number of components,

The specificatlion for SR is analogous to that glven for CC,
except that the range of SR values is determined by the
ratio , ‘ oo S

number of cycles
ma:x. number of cycles

The ratlonale for the ratlo is that the mathematlical .
exlstence of strong connections between components s a . .
necessary and suffliclent condition for the mathematical
existence of cycles containling these components.

When elther «ss or, v, joins propertles, the interpreta-
tion Is that values for any of the properties or any combi-
nation of them are determinable.

If school demand transmission decreases, then school uni-
lateralness decreascs. _

Fii =W
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9l.1. The range of U values is determined by the ratilo

number of one way directed channels
max number of one way dirccted channels

S5a¢ If school demand transfer Incresses, then.school weakness is
less than some valuc,

95b, FTt = WE

95.1. Following the formal requirements of the SIGGS Theory Model,
WE Is a Kind of connectionness which is not elfther CC or SR
or U, and so the.specifications for CC, SR, and U can be
used to specify WE, For example, VIE Is determined when
there are no unconnected cchool components and there are no
Instances of clther U or SR or L.

10ka, If school compactness greater than some value Increases,
then school efficientness Increases,

10tb, COt = EFt
104,17, Through graph theory, the average number of direct channels

In a channel Letween school components Is explicated
formally as

n | ‘
- Y g(sﬁ‘,si) - d(sk,sm?_

P
ke n?
m=1

hm

Analyslis shows,that s;y and s; are two school components‘suchj
- that the minimum member of direct channels between them
(represented by d(sl,sj)) Is greater than or equal to the

minimum number of direct channels between any two other
school components sy and s, (represented by d(syySp)) e

Hence, the difference d(s',sj) - d(sk,sm) decreases as

d(syesy) appro:imates d(s;,s;) and since there are n2 - n
pairs of distinct school components (n2 pairs of school
components ='n pairs where a school component s palred
with Itself), p represents the approximation of average
distance to. maximum distance (d(sm,sﬁ));~_lfughls approxie

matlon Is high, the value p Is low, l.e, If all the
distances between school components are nearly maximum,

- n
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CO is low. Conversely, If the ratio of short channels to
long channels Is high, CO is high, Horcover, CO increases
with maximum channcl length which. is another basis for
choosing p as a measure of CO,

69a. If school centralness is less than some value, then schoo!l
centralness increases,

69b, CE = CE?t

69.1. The formal requircments for specification of CE are less
explicit than for CO, but there is similarity in the struc-
ture of both definitlonss Thus, a sct of school components,

A“, is sorted out such that the set of all channels ema-
nating from A, AORDA(A), contains . the sct of all channels

emanating from any other set of components AGRDA(B). A

measure such as

Jnta

BES ORDA(A)) - n(AORDA(B))

where n(AoRDA(A)) Is the number of channels in AoRDA(A) is

similar to p fn 10,1 on p. 176, increasing both with the
differential between A°RDA(A) and &oRDA(B) and with the

(A).
A

magni tude of AbP
‘D,

Subgroup 2.2: Hypotheses Containing Properties lnvolving Component

Configurations=-=School Passive Dependentness, Dp, “chool Active
Dependentness, Dy, School Independentness, |, School Interdependentness,

1D, School Wholeness, W, School Flexiblencss, F, School Disconnection-
ness, DC, and School Vulnerablencss, VN _ '

6las [f school passlve dependentness increases, then school
centralness increases. o :

61b, Dpt = CE?

qﬂn thls and subsequent definitions, when some subset of the
school group is sorted out, It Is to be noted that the school components
of the subset are not necessarily related to one another,
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611,

62a,

62b, .

62.1.

6Ba.

€3b,
63,1,

102a.

102b,

102,14
Bl}a .

54b,
5l 1.

A school has thc property of Dﬁ when every school component
In some subset, A, of the school has channels to ft. There-
fore, Dpt Is specified to be an Increase in the number of

school components In A,

If school active dependentness increases, then school

- centralness decreasces.

.ﬁAt = CE}

The speciflicatlon for Dyt fs analogous to Dpt. Modification
would arlse, of course, in that the channels are from rather

~than to the subscte :

If school centralness Is less than some value, then school
independentness Increases,

TE = It

A school has the property of | when every school component
In some subsct, A, of the school has no channels to it.
Thercfore, the specification for It Is an Increase in the
number of school components In A.- - : :

{f school interdependéntness Increases, then school demand

N .

transmission [ncreases.
0t = Fit - | o
The specification for IDt is analogous to §1.- Modification
would arisc, since the channels are. to and from rather than
not to A,

i school strongness decrcases, then school wholeness
increasess

SR = Wt

A school has the property of ' when every school component
in some subsct, A, of the school has channels to every

other school component of the entire schools Max W s taken
to be the case in which only one school component, s, has
channels to every other school component, i.e. A = {s}. The

- number of school components In A is not taken as a specifie

cation of Wt but of Wi. - If n(d) represents the number of
school components in A, then = specifics a set of values

which Increases from i to +» which Is appropriate for
specifyling Vt,
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56as If school strongncss increases, then school flexibleness
increases,

5Cbs SRt = Ft

56414 Since 'F' Is defined as different subgroups of school com-

ponents through which there Is a channcl between two school

components with respect to affect relations, one way to
specify a range of values which indicates Increasing or

decreasing F Is to specify F as the number of distinct pairs

of school components connected by at lcast two channels
defined through non-overlapping sets of school comporents.
F1, then, would be specified as an increase In the number
of such distinct pairs.

97a. If school demand transmlsslion increases and schoo! compati=
bleness is ncarly minimum, then school disconnectionness
increases,

97bs Fit A TP = DCt

97.1s The specification of BCt Is an Increase In the number of
sets of school componcnts such that the school components
in each set arc connectcd but there are no connections
between componcnts in different sets,

97.2. Is nearly minimum, g, must be Interpreted through an
analysis of data which rclates to the hypothesis. Such an
interpretation Is analogous to as set forth in 37.2 on
Pe 170,

60a. If school vulnerableness increases, them school complete
connectionness decreases.

60b,
00,1,

Vit = CCY

VNt is specified as an increcase in the number of scheoi .
components which when removed produce DC,

Subgroup 2.3: Hypotheses Containing a Property involving Levels Within

the Affect Relation Configuration-=School Hierarchically Orderness, HO

6%2s If school hierarchically orderness increases, then school
vulnerableness Increases and school flexibleness decreases,

Olibe HOt = VNt A Fi

. 173
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6lsa1, The spectficatlon of HOt is an Increase In the number of
levels of subordinateness as these levels are set forth In
-the - Wognco-mathematlcaﬂ defﬁnmticn of !HO?,

@ubgraup 2.4 Hypotheses tontaﬂnﬁng a Property Invelving the Number of
Connections with Respect to /iffect Relations--School Complexness, CX

125a. ¥ school comple:ness with respect to faclllitating affect
relatlons Is greater than some value, then schcol demand
- transfer with respect to facilitating affect relation is less
than some value,

125bs l%F ace é”Fac.

125414 The sPeCﬁf!catﬁdh of‘CxFac‘ is the.qumber of connections In

the facilitating affect relation of a school.

Group §:.,Hypothesc§ Containing Set Theoretic Properties

Subgroup 3.1: Hypotheées Containing a Property anolvﬁng the Number of
Components in & Group-=School Slzencss, SZ o .

167a. |If school compleiness greater than some va]ue Increases,
then school sﬁzcnesa Increases,

167b, £X1'= SZt

167.1. The specificatlon of SZt Is an increase In the number of
~~ school components,

Subqroup 3.2: Hypothcses @ontaﬁnﬁng Properties Involving Similarity of
Structure as Determined by Set Theoretic Mapplings-=School Automorphism-
ness, AM, School Isomorphismness, IM, and School Homomorphismness, HM

172a. If school automﬂrphismness Ingreases, then school wholeness
' decreases. N S

172be AMt = Wi

172.1; For thé formal exp]ﬂcatﬁon of automorphism, sée p. 8,
rumber 20, Stated less formally, an ~utomor,hlc mapping
1$ a one to one mapping of a sct onto itself such that all
relations are preseryved. Stated metaphorically, a checker-
board can be uscd without distingulshing between the ‘sideés
of the board used by a particular player; that Is, alchough
one can distinguish between the sldes of the board by

Am_.__-w_.m.__..,....‘,,.ﬁ\w-
¢
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numbering the squares (the side numbered 1 through 32
always could be distinguished from the side numbered 33
through 64), the rclation of the red squares to the black
squares and thc operations performed on them (moves) are
identical whether or not the board is rotated 180° before
the game begins. An automorphic mapping of the checkere
board into [tsélf eiists, therefore, which takes a square
into the square on the opposite smde which will occupy the

- " 'position of the flrst square after the board Is rotated.

" The number of automorphic mappings pessible for a school
affords a measure of the degree to which school components
bear the same structural relationship to other school com=
ponents, i.e. the degrec of *'democratic structuredness',

172.2, The specnfncatﬁon of Allt is an increase in the number .of.
automorphic meppings.

157as If school isomorphismness with respect to instructional
affect relation increases, then school supply decreases
and school supply transmission decreases,

157be mmé.’ = FP{ A FO{

157.1. For the formal explication of usomorphnsm, sce pe 8,
number 19, Stated less formally, an Isomorphic mapping is
a one to onec mapping of a set onto another set. Utilizing:
the metaphor again, it makes no difference in the game of
checkers whether one checkerboard or-another is useds -An
isomorphic mapping cxists between checkerboards, Although
the formal requircments permit overlapping of the sets
being mapped, the hypotheses are claimed only between none-
overlapping sets of school components, mn the case of 157a
and 157b between non-ovcrﬁappmng sets of instructional
components.,

157.2, The specification for I, % ms ah Increase in the number
of distinct nnstructuona% subsets which can be isomor=
phically mapped onto one another, -

131as  If school depletion is constant and school automorphismness
decreases and school homomorphismness is greater than some
value, then school supply transmission decreases,

161b;  OP A AMI A HM = FOI
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161.1,

Subgroup_3.3:

a School-=School Stableness, SB, School State Detenmlnationness, b, and
School Equifinalness, EL

163a.,

163b.
1631,

]6580

165b,
165.1,

165.2.

ISSae

155b.

For a formal explﬁhation of homomorphlsm, 52e Pe 7,
number 13, It follows from this explication that through
homomorphic mappings the structurc on a set can be com-
pared with the structure on a simplified set. A very

general specification of HM is as follows: a schcol can be

partitioned into non-overlapping subsets and the degree to
which the reclations between school compsnents can be

represented by relations between the subsets of which these

components are elements corresponds to the degree of HM.

: Hypotheses Contalning Propertles Involving Conditions on

If school demand Is greater than some value and school
demand transmission decreases and school stableness is less
than some value, then school stableness increases.,

IP AFIL ASB =SBt

SB is no change with respect to school conditions, teee
the state characterizing a school at a given time. There-
fore, SBt Is specified as an increase in the number of
non-varying property. specifncatuons (values} over a given
time interval,

If school flexibleness decreases, then school state detere
minationness jncreases.

Fi = SDt
SO Is derﬁvabﬁlﬁty,of conditions from one and only one

state. In formal terms, there Is some subset, A, of a
school state. cuch that.some other school state uniquely

determines A. One way to specify SD Is to select a school

type of a glven state, i.e. having glyen property speci-
fications. If at a later time another state charac-
terﬁzes all of the schools of that type,’then SD obtains.

Given values of 5 which are decreasing, the specification
of SDt would depend upon an increase in the number: of
consequent property specﬁfﬁcatnons in A,

If school equlfinalness Is greater than some value, then
school regulationness is less than some value.

v,

EL = RG

182
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155,14 EL 1s derivablility of conditions from other states, EL Is
an opposite to SD fn that for scme subset, A, of a school
- state there are a number of distinct school states which
determine A, If & snecification for EL analogous to SO
were used, then EL would obtain provided schools having
different property. specﬁflcatlons are in the same state at
a later time, - - !

15552a The speclflcat!on~f6r'RG is gfaiedﬁth-Bh;!a on p. 184,

Group_ Us- Hypotheses COntaInIng PrOpertles CharacterEZMng Rate of change
of Some Other Property ‘ . _ _

A,Subgrggg b1 Hypotﬁbs!s CQntaﬂnMng Propertﬁes anolvﬂmg Rate of Change
of Information Theoretic Properties=-=Schoo! Environmental Changeness,
ECS, School Regu!atlonmess, RG, and Schoc!. Adaptlveness, AD

las [If school envlrommental changeness increases, then change in
school resource Is greater than some value,

by EC3t = plP

;lais ;fEeg? Is deflded.as:a_differqncé‘Ih‘sghool environmentness,
5e The formal conditlon far ECS to hold is

IsTegle e a8) - STee()| 2 6

{ses the school environment state varles over some time
Interval, At, within certain limits, 8. Since 'a property
state! Is definoed as @ property's value-at a glven time,
‘the specification for EG§ depends upon .the specification

for schocl envﬁronmentness, Eg; and hence on school demand,
. TP, TP Is. defined as E‘)», The valué which the differ-

" ence in TP values. never falls below Is the value of & or
" 'EC¥s: The absolute value .signs:used In.the definition
specify that It Is the Interval within which the TP values
are contalned, and not-whether the-différence is positive
“ or negatMve, wh!ch Us 5lgnlfﬁcant.

3ha, If school demand 1s constamt and schoom afflclentness is
.+ -greater than some valuc, then schoom wegumatﬁonness Is less
" than some valug,

3l*b¢.. T? A gf. = m
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4.1, 'RG! Is deflined as adjustment of FPa Thé formal conditlon
: for RG to hold Is *

- lsi'pp(t +. At) - STFP(tH >

leee that school supply state varles over some time
Interval, At, within certaln limits, 6, The specification -
of RG depends upon FP just as the spec!flcathon of ECY

depends upon TP

Wiba, 1f achooﬂ adaptiveness Is greater than some value, then
school stableness decreases.

1k6be AD = SB

1461, AD Is a difference In school compatibleness under school
environmcntal changene55°

ﬂSTCP(t ol At) - STCP(t)ﬂ EG§

The speclflcatnon-oF AD depends upon CP just as the speci-
fication of ECS depends upon TP. However, ECF must be

specified aﬂso-

Subqgroup L. 23 tHypotheses Containing Propertlies Involving Rate of Change
of Graph Theoretic Propcrtlcs--Schoom Bntegratlonness, sn. .and School
aegregetﬁowness, 16

90a, |f school storage increases and school flltrationness
decreases or school spillageness decreases, -then school
Integratlonness Increases,

90b, SPt A, FL V SL} ;= 16t
98,E@ NG ﬁs schooﬁ wholeness umder schoom envmronmemtal changes

].Jw(t + At) - .»Tw(t)ﬂ <8 A ECx

o

1,e. school wholeness state varfes over some time lntervaﬁ,
At, within certain limits, 6. The dependence of specifi-

catlon for IG on that.of W 1s as follows: the value which
the difference In W vaines never exceeds Is the value of 6.

184
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176b,

If school state steadlness Is less than some value, then

school segregationness Is less than some value and school
integrationness is less than some value and school homeo=
stasisness is less than some value.

SS=SGATCATS

176.1. SG is school independentness under school envlronmental

Subqgroup 4.3: Hypotheses Contalning Properties Involving Rate of Change

change:
[sTy(t + at) - sT ()] g6 A ECT
lecs school Independentness state varles over some time

interval, At, within certain limits, 8. The specification
of SG Is analogous to IG.

of Set Theoretic Propertics-«School State Steadiness, SS, School Homeo=
stasisncss, HS, School Stressness, SE, and School Stralnness,; SA

17642¢ SS Is school stableness under school environmental change:

17643

166a.

136b,
18614

|STgp(t + At) - STeg(t)]| g 6 A ECg

lecs school stablencss state varies over some time
Interval, At, within ccrtain limits, 6. The specification
of §S$' Is analogous to {G.

HS 1s school cquifinalness under school cnvironmental
change: ' )

ﬂSTEL(t + At) = ST (t)] s 6 A ECy

lees school equifinalness state varles over sgmettﬁme
Iaterval, At, within certain iimits, 6, The specification
of HS Is analogous to 1G.

If school centralness increases and school stressness is
greater than some value, then schoo! stableness decreases.

CEt A SE o SBI

SE Is change beyond certaln Vlmits of schoolls surround-
Ings state:

[sTg(t + at) - sTy(t)] 2 6
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Yhe relation between the spscification of SE and § is the
same as that betwcen ECx and TP In 1.1 on p. 183.

i6a. If school state steadiness Is greater than some value, then
school stralnness increases.

86b. SS = SAt

86,1, SA Is change beyond certain limits of school state:

[sTg(t + at) - ST=(t)] > 6

The ép@tifﬁcatﬁan of S5A ls analogous to SE,

Croup 5: Hypothuses Contalning Propertles Characterizing Change of Some
Othzr Propsrty

Subqroup 5,1: Hypotheses Containing Properties Involving Increase of
Some Other Property--School Size Growthness, 2G, School Complexity
Growthness, ¥G, and School Selective Information Growthness, TG

152a. It school slze growthness decreases and school selective

Informatlon growthness Is constant, then school complexity
growthness Increases.

192b. 2G4 A TG = X6t
192.1s 26 Is Increase In school slzeness:

l.ee Once values for SZ over a time Interval are deter-
mined, the value of ZG s some measure of an Increment in
slze. Simllar statements can be made for XG and TG.

Subgqroup 522:- Hypotheses CSMta!nlng Propertlies Involving Decrease of
Some Other Property--School Size Degenerationnessy 2D, School Complexity

« Degencratlonness, XD, and School Selective Informatlon Degenerationness,
1) ’ e

193a. If school size degenerationness decreases and school selec-
tive Information degenerationness Is consctant, then school
complexity degencrationness Increases. |

193b. ZD4 A TD = XDt




193. 1,

Zbkms decrgase In school sﬁzemess~

STSZ(t + At) < STsz(t)

!.e. once values for S2 over a time Nntervam are deteru'

mined, the value of 2D s some measure of a decrement in .
stze, Similar statcments can be made for XD and TD.
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© The conclusion offtgis report dépen&s upon the projection of
another activity with respect to the educational theory which has been
&cveloped-ip this projects Unless the adequacy of the edutafionaﬂ
theory is khown, its knowledge status is problemmatic. The only legiti-

mate conclusion, therefore, is a projection of what must be done to

" determine the adequacy of the the0ry, lees to evaluate the theory,

Evaluation of an empirlcal theory, such as the educational
theory presented in this report, consists not only in testing the thecory
but also in setting forth its predictive power. Morcover, evaluation of

a theory invalves one in a concomitant activity, modifying the theory.

“ When Inadequacies In a theory become known, modification of the theory

to increase its adequacy becomes possible. Since evaluation involves
testing, -setting forth predictive power, and modifyﬁng,fthese-éeneraﬂ.
procedures must be clarified, In testing the theor,. what is required
is to estimate the fit between the hypotheses constituting the theory
and the educational data., The fit Is estimated thrdugh indicators,

l.ce through decfsion‘procedures.for rgﬁatﬁng the théory to data, In
setting forth theApredictive.poﬁer of thg thédry, what Is required s
delincation of the hypotheses for whith there is no data but for‘which‘\
data couidrbe-fouhd.- The data gaps only can'be determﬁﬁers of predic-

tive power provided indicators can be specificd for -the finding of the

data. In modifylng the thcoky, what is required Is to change ¢r extend

It in terms of formation or transformation rules in order to secure fit

or predictive power. A formation rule is 2 decislon procedure for the

R T

4 188




s TR Y s A DR

- syntax of a hypothesls, l.e, for putting together o hypothesis; while

a transformation rule is onc for the syntax of a group -of hypotheses,
leee for deriving onc.or more hypotheses from one or more other hypo=
theses, “

To Increase the speciflicity of this projection and so of this
Conchus!on, two outlines qf the tasks to be carried out are presented:
on page 190 a verbal cutline whlch lists them, and on page 191 & sche-
matic outline which exhibits thelr Interrelations and thelr resuits,
| it is pa;énf from the outllnes that a computer w!il be utilized
In the projected evaluation and modification of the educational theory,
in spite of the fact that It has been neglected in education! for such
uses Artlcles by Bakerz and,ﬁoodlad3 substantiate this neglect as did .
a llterature survey based upon & review of citatlons In the Education

ndex, the index to Perlodical, Literature, and the Revicw of Educational’
Rescarch and of projects contracted by the U, S, Offlce of Education.
Béker attributes thls neglect to the state of educational theory:

The nebulous theorles prevalent In the educatlonal world cannot
survive the cold realities of programming for a digital compwter.“

Ilb other ficlds, the computer has shown great promise. See
Jhe Use of Computers, edited by Dell Hymes, The Hague: . Mouten & Co.,
1965. » ‘

2Frank B, Baker, ''The Usetof COmputers~Ih‘Edu¢atMOnam Research,"
Revlew of Educationai Rescarch, Vols 33, 1963, pp. 566578,

3John t. Goodiad, et. al. Applications of Electronlc Dats
Procaessing Methods in Ed:ca_vou, Washington, D. Cot. Office of Educatlon,

Department of Health, Educatlon, and Welfare, Cooperatlve Research
Project No, F-026, 19654

“Baker; ops _clt., és 573 e
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‘Verbal Gutline

Extant data about school components, opcrations, and organization
will be collected from agencies, such as the U, S, Office of
Education, regional, state, and local administrative bureaus, and -
published reports of educational research,

i

Indicators will be specified in terms of the hypotheses of the
empﬁr!camﬂeducitﬁonam theory derived from the SIGGS Theory Model.

A program wlll be devised for determination through indicators
of the fit of the hypotheses to the collected extant data.

The hypotheses will be tested through the program.

Formation and transformation rules will be specified in terms of
the theory.:

A program will be deviscd for modification of the theory through
the formation and trensformation rules to secure fit of those hypo-
theses which do not test out,

Hypotheses will be modificd through the program.

Through programs developed in 3 and 6, hypotheses which have ro
extant data to which they can be related will be sorted out.

Indicators will be proposed to fit the hypotheses to data to be
found. in order to cstablish predictive power of the theory.
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The development of the educational theory from set theory (S), Infore
matlon theory (I)! graph theory (G), and general systems theory (GS)

Integrated Into the SIGGS Theory Model has set the stage for survival,

- O3 &3
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Appendix |

Prodicata Calculus. and the Mode!l

Since the mode! Includes terms which arc defﬁned, predicate cal~
culus onters into tho model to Indicate the definfendum-definens relation.

in torms of predicate calculus

N "' (Appendix 11, 1)

lc Interpreted as
Vic(ooe 5.....:()
which is reed as
"for all x, X Is @ e If ond only if X Is 8 <o
"apgt Is utilized to simplify the presentetion. For example, the loglco-
mathematicel definition of géoup, S, In the modei Is
Swps {s; | 1StAignANn3 2} ..'(Ch'apter v, 3.2)
instead of -
Vx(Sr.#{sﬁ I 1<tA isn/\kngz}x)
Universal quantifiers
Veoolaan) {Appendix 11, 19)
other than those Involvad in oee ®pe oo are spacifled,
Descriptive quantificers
Zove(wna) ~ (Appendix 11, 8)
are specifled except with respoct to mathematical ontities, such as sets,

Existential quantifiers
ﬂ...(-u-) (Appendlx H, IO)

R



are not specified except where It was thought greater clarlity would
results The climination of descriptive and existential quantifiers alsc

Is done to produce more sim»lification of presentation.

Onc final simplification procedure Is the elimination of the merks

for cross-referencing quantifiors. For example, the logico-mathematical
definition of system, 5, In the model is
Tmpe $ | T2 A 8 A MRy € Ry = Ry TS x5 A

- n
FHI A BAVI(l € 3= | ~Ry VER@ < RE A

I ~R) Vas'(s' S A [~ s’i)i)) (Chapter 1V, 8.2)
Introdvcing the marks for cross-refevencing the quantifiers, the defini-
tﬁpm becocs o |

ve(St e St A Tu((RuA ufprww((R)vaevEusvatxtA

- ' n
Iwl(dw A w g 8 A Tx(lx =2 REWD X~V .V&Iy(f?.y/\yc:vz A
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Translation of Syntactical Symbols

Verbal Symbols
ees equals by definition veu
set of clements ¢ee

*e0 SUCh that “wwes
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eoe 15 less than or equal to ...

Y X aNd - e

oes IS greater than or equal
eas IS equal t0 waw

that «.s Such thot ea.

ese 15 an element of aua.
thersz 1s a ¢ such thgt e
ses I8 less than awe
n-tuple of eee and ... and'n
s0e AL waw

ses precedes awew

eee PIUS aue
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Appendix 181
List of Hypotheses According to the Sequencling of Properties
in the SIGGS Theory Model!
20, ECy: ECzt = ALP ]
ECTt = AFP 2
ECSt = AFB 3
ECyt = AFL L I
ECTt A FPt = AFO 30 “
- ' ‘ i
Ecst A FPt = AFT 31 |
ECSAEI =SB 32
ECSA~MIANEB=TB | 148
ECrACPASB=2SPVELVSL -= 159
22, TP: TPtw= [P 5
IPt » FPt 6
Y 7
TPt » FLY 8
TP? = RG? 9
TPt = CEY G0
TPt A FPt = FT? 33
T A Fpt = 0t 96
TPt A FO = SE? 47
'ﬁ?l\ﬁiiurﬁa 34

o UIQ_,mmLt cross raferencing, the numbering of the properties
and of the hypotheses In Chapter VIl s retained. The property numbers

are on the left, while the

hypothesis numbers are on the right,




23,

T

TPt A CO? = RG?
TPt A ~LOt = EF}
Pt A ST = FBt

TPt A FPt A ST = Fot
TP A FIt A SB = SB?
IB A F14 ASB = SBY

iPl = FP}

IP} = SP}

iPt = FLI

IPI = FL?

1P = 86

1B AP 0f
1Pt A sB = Fot

IPt A SP = SGpaf,

IPt ASP = AIP = ASP
AIP > AFT = SLt |
1P A ST = spt

TP A SL = SPy

BAE FIEY = EFt
mﬁ;.u = FOL

AlP > AFP

141

138
139
158
160
162
163

10
L]
12
13
14

35
36
29

37
38
39
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k2

50
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2, FP: FPT A ECTt = AFO 302
FPT A ECgt = AFT 31

FPt A TP = DCt 96

FPt A TPt = FT1 33

FEA IR = of 35

FPt A OP = FO4 b3

FBV FPL oA CCtA SRt o= FTI 140

FPt A TPt A SZ = FO? 160

AFP A ASP < 0 < AFP A =ASP = EFI Ly

AFP < AIP 50

25, 0OP: OPt = FP@ 15
OF A FPt » FO} 43

OPt A FB = [P? Is

OF A AMS A [l = FO4 161

260 SP: SPi = FOI 16
SPt = ADt 17

SPt = EF{ 18

SB A 1Pt = 'FOt 36

SP A 1Pt = S 92

SP A IPt = AIP = ASP 37

ASP < 0 < AFP A AFP A -pSP = EF4 b4

SPt A, FLI v SLI .= TGt b6

SPt A, FLI V SLE .= (Gt 98

zﬂypotheses may occur more than once In
hypotheses may be reordered.

the listing, since

To lllustrate, hypothesls 30 occurs under
the property ECz when ECgt Is the fIrst conjunct but under the property

FP when FPt Is the first conjunct,
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28. FO:

Fit = FPR
Fit » SL¢
Fil = U}
Fli = HO4
FIi = XDt
F?aﬁ?

Fl = 0 & EF = max EF

==
Fit ACP=>0DCt

FIt ATP A SB = SB?t
FI4 AJIP A SB = $B¢
Fit AFB A CB ve 5T A POt A CP V. FT A FG A CPY o= OF
FI4 A FO A CP Vo FU A FOL A CF oV. FT A FO A CPT o= 04

AF) > AFC

FO = XDt

et
3

o]

FO A TPt = SE¢
FO

FO A CO = SG

- |
FOA FIt A CP Vo F0t A FT A CP oV, FO A FT A CP3 o= OF
FO A FI4 A CP oVe FOL A FT A CP oVe FO A FT A CPt o= 04

AFO < AF1

FTt = CP¢
FTt = UE
FT = FLVSL

147
g Fl @ EF » max EF

137

22

20
91
92
93
143
52
97
162
163

b9
51

oL

52

b9
51

2]
95



ET A ECx =SB

AFT < AIP = SL
~T AECx AEB =SB

FLt = AD?
FLY = Jit

t = IM t

1
F'ﬁns. Inse
FL =SB

FLI vV SLi A SPt=» TGt
FLE V SLI A SPt = [Gt

32, SL: SL A JP = SPt
SL A TP = SPy
SLi V FLE oA SPt TGt

SLE.V FLI A SP1 . (61

gfnﬂ/\fﬁagﬂ_’,




33, RG:
3 CP3 CP A Fit = DCt
i .
CP AECT ASB=SPVELVSL

CP AFItAFS Vi €B A FTA FOT oV. CP4 A FT A FO o= 02 48
0 - - , y '
CFAFILAFS ovo CPAFTAFOL Vo CPEAFTAFS o 08 b9
%o 03 Ot = EF 29
36, AD: AD = SB} . 146
2 37. EF: EEATP =RG S 34
. EF(E,) A IF = EFt s b1
v

{‘ EF = max EF @ Fl = 70 ' 52
i EEACO=SD T

38, CC: CCt=FIt 100

CCt = Ft 53

CCt V SRt = TP 106

cm V SRt = [Pt Lol 107 I |

CCt V SRt = FLI 108

€Ct v SRt = SLt | | 109 l

CCt v SRt = 0 < AFP < AIP 110

CCt v SRT = AFP < ASP ' m I

CCtA SRt A. FB V FPI o= FT4 ' 140 l

CCyns.-ref, ! A Blins,aRefi A Wins,-Ref,t = 1Pt A FPT A FOI "‘gg"

CCinseoExpe A Eins.obrpe N Wins.ofxp, T = IPT A SP A FO1 A FLE |
§
I




39, SR: SR. = CC

GOV. Rﬂf .

S VN ¢

Rﬂef. = Gov.,

= VN

Ref«‘

sRRch

SR = Wt
SRt = HOY
SRt = F?

i&ReWQ = CCRef.1 v SRRef.t

.%B-Rew. » Weov, A H0gov.

SRt v CCt = TPt
SRt v CCt = IPt
SRt vV CCi = FLI
SRt v CCt = SL1
SRt V CCt = 0 < AFP < AIP
SRt V CCt = AFP < ASP

SRt A WO = RGY

SR PR

t A HO t

Gov. Gov. Ref.

SBaef, A H%ov, = Ygov.

SRRef. A CEGov. = wG_ovv.

SRTA CCt A, FB V FP4 .= FT4

SRpef, A CEgov, A HOGow, = COgov, !




U: U =HO 57
UV WEtVDCt= 1P+ A FPI | o 115 i F
1im B8 | | 8 |
ut o, = ! | n ]

P

WE: ME = FT ‘ . o0

WE A HO = Fi 114

max WE A SZt = Dpt Vv Dyt 177

o e Blesr AEF

WES VU VDt = 2 AFPY _ 115

= {t - 58
= SG?t 59

QQ-Fac. A wF:.’M:. =$ Fac. I

L=
(%]

DC:

DCt VU VWEL = [P A FPI 115

Bins,kefs N Clns.-Ref. ! A Yins.-pes! = IPT A FPTA FOL ARCY

A ccm. tAW

Ins.=Exp, T = 1P1 A SPT A FOt A]l;lit

mﬂns.-Exp. =EXpe

Ig
e

tAW

Ins.=Ref,

BC; s.-Ref. M 9P Ins.-Ref. t= 1P A FPL A FOI A RGH

BCins.-Legs A PP Ins.-lege! A Wins.oLeg.t FOt A SL ARG 134

MMns@-Rewa A Dp Mns.--Rew.t A "’mma.--Rew.1 e

ECS = AD WA TEFASPAFL 133
21ns,-Pun. ® %P tns.-Pun.t A Wins.-pun,t A HOtns,-pun, b =

ECz = AD oA FPi A FOL A RGH A SBT A ELY 135
Byns,
M’-qu. 8

e
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a

b3

il Dpt

L5,

L H

DA2

Vil? = CC

DP Rew.' = FO{
DP RGWQ' = !‘:‘p't

Dpt = CEf

max Dp, Gove-Lege = Wt A HOt A CE?

Dp Inq.-l.ega’ = FOt A SLt A max SI

Dp lnq].-Exp.t = FOd A SLt A max SI

Dp pun, A FB A D, = EF

A

DP UWSQ'REth A MIUSQ'RefQ A w”ﬂSi'Reth =
IPL A FPY A FOI A RG

Dp Insy-Lege! A Rlins,~Leg, A Wins.-Leg,t = FOT A SL A Rd

t A AW t =

DP Inse.=Rew, D&lns.-Rew.

Ins, =Rew,

ECT = AD oA TP A SP A FL

DP Ens.-Pun.' A p£

ECT = AD JA° FPY A FOI A RGE A SBt A EL?

1im Dp

Ut Dp
PA race=Lege = RG
DAt = CE{

max = FPt A IPt A SPt A FLT A AM

Ins;t |

DA lnq.nes_ "Lego

fnse~Pune A "'ﬂnsa,-l’un.1r A WD!m‘:.--ﬂ’n.mn.t e
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max D, mq'Dev -Legs = FP A FLT A SLT ARG A By lns,' A DAAlmq.l
* 136
HA_ A DP Pun, " B3 =EF "”‘2
1im DA - :
= A
ut DP
b6 1z 1 t=FpPt S 118
Gove
W L)
Gove' ™ - ) s
I t=Fou | 120
uove _
It =SB 164
looy, ! A TPt = FO )
It AWt =SS 168
47, SG:
48, 10: 1Dt = Fit ' : - 102
10t = X6t ‘ 63
b9, Wi WteRE - T 103
Href, =0 . Lo 122
Upes, = [max FP ~ FP| 121
mas; S|
Yinqe-Ref, ' T 1P T 129
Veac, M Rrac, * Vppel” - o 7
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WiADt=SS

Wt A HO = EF

Wt A HO = 161

WACE=SD

Wins,«Refo ! A CCons,=Ref. ! A Reins,=Ref,
IPt A FPt A FOI A RG?

"'h'os.-&’.xp..1r A cclns.-Exp.t A mlns.-Exp. =
iPt A SPt A FOt A FLE

"lns.-Ref.’ A mlns.-ﬂef. A mP lnsa-Ref.t =

IP4 A FP4 A FOI A RG!
t= FOt A SL ARG

wlnsa-Leg.' A mlns.-ﬂ.eg. A DP Ins.-Leg,
Wins.-Rews ! A BCins.=kew, A DP Inse.=Rew.! =¢
ECe =MD A TPASPAEL

wIrus.--!’uru..t A DEIns.-Pun. A DP h‘ns.-%"un,t A Homs.-Pun.' Pe

EGy = AD .A FPI A FOI A RGI A SB A EL?

HOt = VNt A Fi

HO A SRt = RG!
HOGO\I.‘ A SRGCWvt = SRRefot

H0sov. A $Brefe = Yaove

t A DC t A Vfpg. pun, ! 2

mlnﬁ.-l’um Inse=Pun, N Dp ﬁns.-l_’,;smé ~Pun,

ECT = ND oA FP4 A FOI A RG A SBY A EL?

168

113
70
169
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i31
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134

133

135
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52,

53¢

5kt

53,

56.

HH

fits

Co:

HO A WE = F}

HO A Wt = EFS

HO A Wt = 16t

90y, A Egov, = BCpef;
HO(ty) A S2(ty) = I(ty)!

EQGOVO A EﬁRef. A CEGOVQ = COGOVQt
AHO < AS2

Fl = SD?t

"EGOVO A H-QGOV. = DcRQf.

HM(tz) > ms(t,) > TBA DDA XD

HH A OF A AMY = FO

IMt = FPI A FO
mm't = FP! A FOI

AHT = W

AMt = CE}

AMt = [Pt A FP4 A SPt A FOJ A FLI A SLI A EF}
AMI A OF A HM = FO

COt = EF?
COt = HO!

COt A TPt » RG?
~C0t A TPt » EFI
Eﬁ/\gg = 56

€O AEF = 5D

L
13
70
83
178
81

174

165
83

190
161

151
157

172
173
150
161

ok

138
139
137
191
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| \ 57. CE: CEt = TP! 105
i CEt = Dyt 66
CEt = D, 67
CE > It 68
m:'ﬂﬂs.nt = Mlﬂsst 170
TE = CE? 69
CEt = SSt 166
CEGov. A gﬁkefa = wGc\v. 8o
CEAYW=SD 169
CEt A SE = SBi | 186
CEt A SE = 0 = SBt 187
CEhove A gﬁ’u’%ef. AN v @ SOpon.? 8l
58, SZ: SZt A max WE = Dyt V D,? 177
SZ(t,) A HO(t,) = 1(t))? . 178
sZ A TPt = Fot 158
$Z A TPt A FPt = FOt w 160
s2t A X2 = TPt 194
Szt A X8 = Fi4 195
Szt A X€ = FOt A AFO) 196
52t A X8 = FT 197
Szt A XC = FBS 198
sz1 A X8 = RGY 199
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60,
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CXe

1 H

p4cH

SZt A Xif = CP4
szt A X8 = EFRY
szt A X8 = VNt
SZt A X8 = Fi
$2t A X8 = CE!
SZt A XG = SD1
s7 A XD% = DCt
SZ4 A XDt = DCY
ASZ > AHO

%aﬁo = ﬁFBC.

';(':")':'F&Co = _ﬁ

£Xt =» Szt

CXt A 28 = cos
cxt A 28 = CEt

meal%il.; = FO!

7€ A CXt = CO4
z& A CXt = CEt
2G4 A TG = XGt

200
201
i79

180

181
188

182
183
174

125
124

167

184
185

L2

184
185
192
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" 62, XG: X8 A SZt = TPt 194 E
XG A SZt = Fl4 195
X A SZt = FOt A AFO4 196
| XC A Szt = FT1 197 "

x€ A SZt = FBY | ‘ 198

" X8 A 52t = R&Y 199
X8 A SZt = CP4 200
@ X8 A SZt = EF 201 ;
XE A SZt = VNt | IRV

X¢ A SZt = F , 180

x¢ A Szt = CE4 181

XG A Szt = 5Dt 188

63, TG: TG A 2Gi = XGt 192

64 2D: ZD4 A TD = XD . 193

85, XDt XDt = ZDt V DCt s

Xot A SZ = DC? 182

XDt A SZ4 = DC | 183

3. TD: TB A 204 = XDt 193

67. SB: SBAECSACP=>SPVELVSL 159

SB A TP A FIt = SB? 162

SB A JP A Fl4 = SB? 163
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S
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SDt = RGI
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SDt © S5t ,A. SD! & SS¢

EL > RG
EL(t;) A lS = RG

HS A EL(tm) = RG

E::Sg
SE

SEt = SAt

SE A CEt = S84
SE = 0 A CEt = SBt
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154
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155
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Appendix 1V

List of Hypotheses According to the Interrelations of
Set Theory, Information Theory, and Graph Theory

1 Information Theoretic Mypotheses

Ve Etgt = AIP -
2, EC3t = AFP
3. ECgt= AFB
b, Ec-gt = AFL

e )
e PR T Sl et . L *
) T : Y AL .
m - “ ‘ _ _ _ ? \
= |
.

n

5. TPt = IPp
6. IPt= Pt

7. TP = FPt
8, TPt = FLi®
9., TPt = REt
| 10, 1P} = FPy |
E 1. IPs = SPy o , ‘
g 12, 1Pt = FLI |
) 13. 1P} = FL1
l 14, IP = RG
15, 0Pt = FP1
i6. SP4 = FOI

l 17, SPt = AD?t

18. SPt = EF!




19.
20,
21,
22,

23,

24,
25¢
26.
27,
28,
29,
30,
3.
32,
33.
34,
35

36,
37.
38.
39.
Lo,
hi,

Fit = FPQ
Fit » SLt
FTt = CPt
ﬁaﬂv SL

o i

£FB = ECTt

FB = 'SP
FB = RG
L=gP
FL = CP
FLt = AD?
0t = EF}
ECgt A FPt = AFO

3
ECxt A FPt = AFT

EsAfl=38
TPt A FPt = FT?
T?Agﬁam

B A FP = of

IPt A SB = FOt

IPt A SP = AIP = 4SP
AP > OFT = SLt

1P A SL = spt

TP A ST = sP4

ﬂ? A EFItnﬁ = EF?t
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h2. max S|

1P { = FOY

43, FPt A OF = FO{

£

4, BFP A ASP < 0 < AFP A =ASP = EF
45, OPt A FB = IPt

2

L6, SPt Ae FLI V SL{ = TG?

af

47. FI A FB ASC = EE
48, FIt AFOA CP Vo FT A FOT A CF ovo FT A FT A CP4 o OF

49, FIL A FOA CP oVe FT A FOL A CB oVa FT A FO A CPT . O}
500 AlP > AFP

51. AFl > AFO
52, EF = max EF @ FI = FO

1

2. Graph Theoretic lHypotheses
! 2.1s Graph Theoretic Antecedunt--Graph Theoretic Consequent
| 53, CCt = Ft
5hy SRE = W1

55, SRt = {104

560 SRt = Ft

57 U= HO
58, DC = It
59. DC = SGt
60, VNt = CCi
61, Upf = CE?

62, Dot = CEl




Py

9
4
i
s
Y
o
Bt
1
;

i

!

. 63, 10t = XGt

! 64e HOT = YNt A Fi
65. COt = NG}

66, CEt = Dpt

67. CEt = Dpd

63, CE = |1

69. CE = CEt
70. Wt A HO = 16t
] e Vim DA _
Ut Dp
b
& 2elele Graph Theoretic Antecedent with Respect to Twe Kinds of

Affect Relatlons--Graph Theoretlc Conscquent

72, max DP GOV’,“LOQ. = VWt AHOt A CE?

to Affect Relazlons
‘ ; 730 SRGOVQ = ccRGf.

E The SRy, = Wilggy, b

75 SRpee = Vil o |

; 760 g, = Copef, T V Shyg, !
4 e Bpey, = Yooy, N Mgy,

fe 78, SRg,, 1A HO0gov, ¥ = SRpes,

5 79 SRpeg, A HOGoy, = VYgoy.

3 8o. ShRef, A CEgoy, = Yeov,

| 7 2,142, Both Graph Theoretic Antccedent and Consequent with Respect '




81. ’S‘P:R

ef, A ﬂ9‘65\«. A CEGov. = cotmv»t E

82, wﬂef. = ccRefa? v g’“i‘u.-d’.t

- -

83 H0go, A Egoy. = DCRef,

2,24 Graph Theoretlc Hypotheses with Respect to Affect Relatlions

K

}‘A

. 8l 294 NSe b,
3
85 Q;Qu nQe

T

3¢ Set Theoretlc Hypotheses |
860 §§_ = SAt r

: 87, SE 58 3
88, SEt = SAt ‘
89, SSt e« SDt ,A; SS¢ ¢ SD§ | : q

L. Information and Graph Theoretic Hypotheses

a

4,1, Information Theoretlc Antecedent-~Graph Thooretlc Consequent

3 90, TPt = CE{

91, Fli o U}

92, Fli4 = HOY

93, Fli = 3Dt

9%, F0 = XDt
| 95; FTt = UE

96, TP A FPt = DCH
97. Fit A CP = DCt

mm

98, SP? A. FLI Vv SLI » |Gt




helale

b2,

le241,

Information Theoretic Antecedent=-Graph Theoretic Consequent
with Respect to Affect Relation ‘

99, 1Pt A SE = SGpoc

Graph Theoretlc Antecedent==|nformation Theoretic Consequent
100, CCt = Fit
101, MWE =TT
102, 10t = Fi?
103, Wt =RG
104, €Ot = EF?
105, CE?t > TP4
106, CCt Vv SRt = TP1
107, CCt Vv SRt = |P?
100, CCt v SRt = FLi
109, CCt Vv SRt = SLt
110, CCt Vv SRt = 0 < AFP < A[P
111, CCt V SRt = AFP < ASP
112, SRt A HO = RGY
113, Mt A HO = EF
1, WE A HO = Fi
115, UV WEt v DCt = IP4 A FPY

Graph Theoretic Antecedent with Respect to Affect Relation=--
information Theoretlc Conscquont .

1160 Dp ew, T = FOI

1170 Dp pey, ! = AR

113 lGomot = FPt




119, | t=0p
Gove

120, 1. t= FO{

Gove

121 Moo = |max FP - FP|

122, !hef‘ = 0

R AR DA ST s § -
LA KIS s 3 el
raia

—

123 HO., .t = FL?
Ve

| _ Go
i 12hy Ceoe, @ BS

Le2.2, Both Graph Theoretlc Antecedent and Informatlon Theoretic
Consequent w.th Respect to Affect Relations

”
oy

125, CXrac, @ Flpge,

;;2:3. Graph Theoretic Antecedent with ResPeét to Two Kinds of Affect
Relatlons=«Informotion Theorctlc Consecquent
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Ins.»leg. A IDP Hns.-Leg.t A wlns.--l.eg.,t =
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iSe=FUN,
HO0ins,=pPun, t ¢ ECE = AD A FPY A FOI A RGY A SBt A EL?

434 Graph Theoretlc Antecedent==Information and Graph Theoretlc
Consequent

le3s1e Graph Theoretlc Antecedent with Respect to Two Kinds of
Affect Relatlons~w|nformation and Groph Theoretlc Consequent

136¢ max Dy Inqep,,, ~Legs = FP A FLY A SLE ARG A Dy o t A

DA lnch ¢

Lot Information and Graph Theoretlc Antecedent=~Graph Theoretlc
Consequent
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k5. |nformatlon and Graph Theoretic Antecedent-=lnformation
Theoretlc Consequent

138, TP! A COt = RGH
139 TPt A ~LOt = EF}
140, FP V FPL A CCt A SRt FT

Le5.1¢ Information and Graph Theoretlic Antecedent wlth Respect to
Affect Relatlon==[nformatlon Theorectic Conscquent
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5. Informatlon and Set Theoretic Hypotheses

Q.ﬂ. Information Theoretlc Antecedentw-Set Thboretlc Consequent
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148,
S5:1:1. Both

Consequent with Respect to Affect Relatlons
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5:2. Set Theoretlc Antecedent--Information Theoretic Consequent
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156,

5:2.1¢ Set Theoretlc Antecedent with Réspect to Affect Relatlionws
Information Theoretlc Consequent
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5.3, [nformatlon and Set Theoretic Antecedent-=Information
Theoretlic Consequent
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158, TPt A SZ = FBt
159. ECg ACRASB=SPVELVSL
160, TP! A FPt A SZ = FOt

161, OF A HU A AN = FOI

Sty Information and Set Theoretic Antecedent--Set Theoretic
Consequent

162, TP A FlIt A SB = SBt
163 IP A FI4 A SB = SB?

6. Graph and Set Theoretlic Hypotheses
Gele Graph Theoretic Antecedent--Set Theoretic Consequent

164, it =3B

165. Fi = SDt

166, CEt = SSt

167. CAt = SZt

168,

169,

Both Graph Theoretic Antecedent and Set Theoretic Consequent
with Respect to Affect Relations

170, CEWns.t f'iMMns.t

171 gy, A ﬁFac; = 375‘,-“‘
6.2+ Set Theoretic Antecedent--Graph Theoretic Consequent
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6.3. Graph Thesretlc Antecedent=-=-Graph and Set Theoretic Conscquent
175, XDt = nbCt v ZD?

6., Set Theoretic Antecedent~~Graph and Sct Theorctlic Consequent
176, S5 = SG A 16 A WS

6.5, Graph and Set Theoretlic Antecedent-~Graph Theoretic Consequent

177 max VVE A SZ2* = D,t VD, ¢
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180. XG A 52t = Fi i
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181, %€ A S2t = CES
182, X0t A SZ = DC?

183, XDt A SZ¢ = DCI
- 184, CXt A Z8 = CO}

185, CXt A Z€ = CEt

6.6, Graph and Set Theoretlc Antecedent~=~Sct Theoretic Consequent

186, CEt A SE = SB!

187, CEt A SE = 0 = SB?
188, X8 A SZt = SDt

7. Information, Graph, and Sct Theoretic Hypotheses

7+1s Graph Theoretic Antecedent-~Information and Sct Theoretlc
Consequent

7.1.1s Graph Theoretlic Antecedent with Respect. to Two Kinds of

Affcet Ralatlons==Information and Set Theeretic Conscquent
with Respect to Affect Relation
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Set Theoretic Antccedent-~information, Graph, .and Set Theoretic

ent--Graph Theoretic

Consequent

lso:. HM(tz) > &m(t]) =IPAXDAZD -
Information and Graph Theoretic Antecedent==Set Theoretic
Consequent

Wl. gf. A EQ = §Q
Informatlion and Set Theoretic Anteced
Consecuent

192, TG A ZG4 = XGt

193, TB A 2D} = XDt
Graph and Set Theoretic Antecedent==information Theoretle
Consequent

194,
195,
196,
197.
.198,
199.
200,
201,

XG A SZt = TP?

X3 A Szt = Fl4
X8 A S2t = FOt A A70
XE A SZt = FT?

X8 A SZt = FBI

XG A SZt = ReQ

X€ A SZt = CPI

X8 A szt = EFQ,
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28: 5,3:

43 18.2:
18.3¢

5k 39.3¢: 1. 3¢

65 652
663

702

1353

1363

137: G.U.l:
7¢
Telols

ERRATA

'p(ci,cj)' not 'p(c'lcj)‘

's‘sz, 5153s and 5253' not 'smszw
SySqs and 5253'

‘from s; to s, or from S, to 5, end
[}

from s, to 33.“ not ‘from $; to s, and

from S9 to 533'

12.1.1% not 13,1,1°

18/ < 3 not 1§’ s

1$’ 1s contalned In 8 not 15! §s
contained In S!

”RA‘ not IRAS
1XD* not 'yD*®
'‘TD® not 8jD?

IRelation In llteraturem' not
‘Relation In Literature!

. Delete 1,1,

Insert '4,3,2, Groph Theoretlc
Antecedent with Respect to Two Kinds
of Affect Relations~-information and
Set Theoretic Conscquent®

'Rematﬁons' not ‘Relation®
‘Hypothescs® not 'Hopotheses!
'Graph Theoretlc Antecedent with
Respect to Two Kinds of Affect
Relations==! not 'Graph Theoretic
Antecedent with Respect to Affect
Relatlonse==1!

Delete v;m.
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Pe

Pe

Pe

Pe

Be

Pe
Pe

AR

156:

1572

159:

161

1622
163

32a:

32a and b:

Li7a and b:

1lhka and bs

129b:

130a and b:

131a and b:

135b:

135a and b:

1362 and b:

150a and b:

16%a and b:

161a and b:
6;“.”3

17ka and b:
175a and b:

'|f school environmental changeness
Is greater than some value and' not
'if schecol environmental changeness
and!

Insert on p. 159 precedlng 147a,

Interchange second and third conjuncts

of antccedent.,

Insert on p. 146 preceding 70a.

Insert 127a and b before 126a and b,

Imax Sl,! ‘may Si?
P t not 1P

Interchange flrst and second con=
juncts of antecedent.

Interchange first and second con-
juncts of antecedent.

Insert 134a and b before 133a and b,

Wins,-pun, ' Mot Mg cleg, !’

Insert on p. 157 under Insertion of

l;3.2,

Interchange last two conjuncts of con-
sequent,

Ansert '4,3.2, Grapﬁ Theoretle
Antecedent with Respect to Two Kinds
. of Affect Relations=«~information and

Set Theoretic Consequent!

Interchange second and third con=-
Juncts of consequent,

Insert 151a and b before 150a and b,

Interchange second and third con-
juncts of antccedent.

IRelations® not 'Relation?

Insert on p. 161 under 6,

Interchange alternates of
consequent.
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ppe 163-U:

ppe 164=52

Pe “65:

PPe ]66'7:

pe 1712
Pe ﬂ76:

Pe lGO:

Appendlix (1

Appendle 0L

J9a and b through
la and b:

187a and b through
188a and b:

Tolel

1902 and b:

192a and b through
201a and bs V
1. 53

Te 112

125a:

Interchange conjuncts of antecedent.

Interchange conjuncts of antecedent.

'Graph Theoretlc Antecedent with
Respect to Two Kinds of Affect

.Relotions==t not 'Graph Theoretic
.Antecedent with Respect to Affect

Relation=«!
‘Interchange last two conjuncts of
consequent,

Interchange conjuncts of antecedent.
] - | ] - L]

tz t] not tz tZ

tschool! not !cchool!?

taffect relation! not ‘affect
relations!

in the school hypotheses, due to the
use of ™', '~ |5 used for 'it is
not the casc that! and '=! Is used
for %'is equivalent totl.

insert 50 before 10,

Insert 96 after 33.
Insert 50 befove 30.

in 161, interchange second and third
conjuncts of antecedent,

insert 46 after 98.
insert 51 before 20,
Insert 51 before 9k,

in IHB,‘pMace last conjunct of
antecedent first.

Insert 46 ofter 90.

insert b6 after 98.
Insert 47 before L6,
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Appendix |V:

HO:

SZ:

32;

M4

134
135:

174

Insert 84 before 58,
Insert 85 after 84,

Insert 72 after 126,
Insert 127 before 126,
Insort 71 before 132,

Insert 135 after 81,
insert 174 oftor 123.

Insert 174 before 177.
Insert 158 after 174,
Insert 160 after 183,
Insert before 147,

insert before 70,

Insert before 133,

Insert under '4,3.2, Graph Theoretic
Antecedent with Respect to Two Kinds
of Affect Relations-~Information and
Set Theoretlc Consequent!,

Insert under 6,




