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VARIABLES IN "DISCOVERY LEARNING"'

Robert Glaser

University of Pittsburgh

The question assigned to me to consider in this paper asks the following:

"Is learning by discovery an important principle in durriculunt development?"

I approach this task as someone concerned with the design of educational prac-

tice. I am inte:msted in the requirements and specifications for the develop-

ment of procedures and materials for "discovery learning." As an educational

designer, I work as a technologist, supplied with a presently meager, but ap-

parently increasing, body of technological principles and practices. ThAse are

emerging from the interplay between practical attempts at education and relevant

research and knowledge from the sciences which contribute to pedagogical methods.

My design orientation provides me with the following plan of operation:

First, I must analyze the behavior with which I am concerned and spicify some

peormance which will represent a standard of competence to be attained at the

end of a sequence of educational experiences. This performance specification

establishes a nodal or standard around which individual differences will be dis-

played. The selected performance must be specified in terms ck its class pro-

° parties because the stimulus, response, and structural Characteristics of the

subject matter content and the behavioral repertoires involved, will determine

what I wish to teach and, correspondingly, how it is to be taught. I should not
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A paper delivered at a conference on "Learning by Discovery," SSRC, New

York, January 28-29, 1965.
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be too rigid, however, in sticking to an early specification of this performance

because certainly the selection of my instructional goals will be influencmd by

my analysis of the behavior under consideration.

Second, I need to specify the characteristics of the students that I am to

teach. These characteristics need to be detwained either prior to instruction

or in the process of early learning. I shall need to know the extent to which

the student bee already acquired some of the things to be learned, the extent

to which he has the prerequisites for learning the next instructional steps, the

extent to which antecedent learning facilitates or interferes with new learning

under the conditione I have in mind, and the extent to which ak.' individual can

make the necessary sensory discrimtrations and exhibit motor skills required

for initial learning steps.

With information about both the target performance to be attained and the

existing pre-instructional behavior, I can proceed from one state to the other.

This sets up my third task, which is to guide or allow the student to go from

one state of development to another, and I must construct the procedures and

materials that I wish to employ in this educational process. As part of this

process, I most make provisions for motivational effects, by which I mean pro-

viding conditions which will result in the maintenance and extension of the

competence being taught.

Finally, I must mike provision for assessing and evaluating the nature of

the competence achieved by the learner in relation to the performance criteria

that have been established,
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If this description of the educational process sounds harshly technologi-

cal, perhaps some elegance has been lost in analysis. But presumably, once

the basic techniques are designed, it is time for the practitioner to apply

all the artistry and sensitivity he can muster.

In this paper I will consider only the fint_situt, of the first tadk, i.e.,

the general examination of Lhe behavior under concert prior to an experimental

analysis.

I cannot emphasise enough the importance of this first task--the analysis

of behavior. I believe that it has been neglected in psychological research and

I also believe that it has been the most important element in recent improve-

ments in instruction. In the desire of educational programs, s-alyzes of the

terminal objectives to be achieved have been a more influential endeavor than

manipulations in methods of teaching these objectives. This is probably so

because it is the first step in the sequence of tasks in instructional design.

(The fascination of Piaget and Geneva School lies, to some extent, in their

keen analyses of children's behavior; but they stop short of the succeeding
te.

steps in the operational, plan for, instruction.)

My analysis begins with an examination of the tasks that have been labeled

"discovery learning." I find here that I am confronted by a confusion between

two different kinds of events. One has to do with learning ki discovery, that

Is, teaching certain objectives by a discovery method; the other has to do with

learning 11 discover, or teaching for a terminal objective which is manifested

by the ability to make discoveries.
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The most prevalent case, learning 12x discovery, is defined usually as

teaching an association, a concept, or rule which involves "discovery" of the

association, concept, or rule. This is contrasted with a more direct instruc-

tional sequence in which a discovery method is not employed. And there are

variations between these two. When one examines the task situations and instruc-

tional sequences that have been called "discovery" and those that have been con-

trasted with discover", what are the outstanding features? Two differences are

apparent: First, a learning-by-discovery sequence involves induction. This is

the procedure of giving exemplars of a more general case which permits the stu-

dent to induce the general proposition involved. Assessment of attainment is

accomplished by testing whether the student has indeed induced the general pro-

position by getting him to verbalize it, getting him to apply it to certain ex-

emplars in a way that indicates that he knows the general proposition, ur by

getting the student to generate additional exemplars. Finding the structure

in a body of subject matter instances is an example of induction, and the struc-

ture eventually discovered is a general proposition characterizing or summarizing

the properties of these instances.

Second, in using the discovery method, the imposition of a structured in-

structional sequence is minimized in order to provide a relatively unguided se-

quence onto which the individual is.poses his own structure. This kind of sequence,

of necessity, allows the student to pursue blind alleys and find negative in-

stances; and consequently, he makes some wrong moves or incorrect responses in

the process of learning. "Discovering" implies a low probability of making a

successful response. Such being the case, errors have a high probability of

occurrence.
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Discovery sequences can generally be characterized by these two properties:

one, inductive sequences, and two, trial and error, or errorful, learning in

various degrees.

We should then examine these two processes, induction and errorful learning.
J

Depending upon the behavioral objectives these processes are to teach, that is,

whether they are to result in the establishment of associations, a concept, a

rule or generalization, these process al can be considered in different ways and

can have different merits. However, before considering them with respect to

particular terminal behaviors, it is of some use to discuss them generally.

Induction. I begin with the contrast to induction first. This is a teaching

sequence in which a rule is presented before exemrlars or instances of the rule.

This is expository teaching, and in early work with programmed sequences, a rule-

example.ecomplete-example sequence, appeared to be an excellent method for the

efficient introduction of a new rule (Evans, Homme, and Glaser, 1962). The rule-

example-incomplete-example presentation has the student working on the example

of a new rule very early in his exposure to it In this sort of sequence, the

student is given an explicitly-stated rule and one or more carefully cnosen ex-

amples before calling for a response by means of an incomplete example. An ef-

fective prompt is then set up which minimizes incorrect rwiponses and which pro-

vides the student with the reinforcing activity of directly using the rule.

Implied here is the rationale that rather than run ttae risk (at least in the

fixed sequence of early program formats) of having the student induce an incorrect

rule, it is preferable to state the rule for him explicitly. This philosophy leads

to the rejection of inductive presentation. With a rule-example sequence, the stu-

dent can recognize and apply a rule with proficiency, and often it seems hazardous

and slow to approach a rule through induction or through incidental learning.
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With rule and than example, the student adopts the pert's carefully chosen

statement of a rule rather than using his own more fallible induction-derived

statement. The limited range of exemplars in most teaching and textbook situa-

tions may make it possible for the student to induce what is essentially an in-

correct rule but one which happens to it all the examples presented. This io

another possible source of danger in the induction process.

The rule-example expository sequence just described is very frequently used

in education. A teacher will typically enunciate a principle and follow this

with a series of instances of the principle. This is a prevalent procedure

because it leads to quick reinforcement for the teacher and the student. They

both see close-to-criterion behavior occur rapidly. It is reinforcing perhaps

for the same reason that the use of punishment is reinforcing to the teacher- -

because it brings quick results. Other meane of influencing behavior are more

laborious and their results only show up in the long run.

Presenting rules first is also very effective because it is more useful to

remember a general statement that "mammals are warm-blooded animals and bear

their young live" than it is to remember that each specific species, such as

monkeys, horses, cows, cats, dogs, etc. is a mammal (mechner, 1961). Similarly,

it is more useful to remember that the square of any number ending in 5 is equal

to "x times (x + 1) followed by 25," than it is to remember the squares of speci-

fic numbers. In general, one is better off remembering information to he used

when it is stored in condensed abstract form rather than in many specific in-

stances. The general statement is often the first one given in teaching because

it is easiest to remember and because defining and presenting an adequate .iaznple

of instances is a difficult task. Sometimes examples of a general case have
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little dignity and statement of the rule is more profound. It is often easier,

more dignified, and provides more instant 'crlowledge to state the rule before

giving examples. While the words I use here suggest negative emotional loadings,

nevertheless, for some purposes and for teaching certain kinds of tasks, rule-

example is quite effective.

Consider now inductive teaching. Francis Mechner (1961) lucidly points out

that great teachers and great writer.; know the principles of inductive teaching

intuitively. Their writings provide us with demonstrations of the effecti "eness

of giving examples be, fore rules. LaFontaine teaches a code of ethics through a

series of allegorical fables. Shaw, in his The Black Girl in Search of God, makes

a general point by providing a succession of specific instances which permit the

reader to induce the general concept. Interestingly, Shaw's episodes describe

non-instances of the concept being established: Moses, Freud, Pavlov, and others

are instances of what God is not, and through these examples Shaw conveys his

message.

Good writers ingeniously use a series of incidents to establish the concept

of a character. It is hard work, at least for me, to read through the levelop-

ment of a Dostoevsky character so that the concept of this character emerges.

C. P. Snow, with an inferior literary style, reinforces me more quickly because

he tells me that Arthur Brown is this kind of a character--I get the rule first.

Induction is also used by poets and composers when they dc,ielop general concepts

by specific examples of images and themes.

In summary, a long-standing procedure, recognized in society for its excel-

lence, is that concepts and principles are learned by the presentation of specific'

instances which permit the learner or the recipient to generalize among specific
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instances of a class and discriminate between instances and non-instances of a

class. In these sequences of induction, the learner makes some false inductions,

errors if you will, in the course of inducing the rule. Depending upon the sub-

ject matter, some rules can be pretty definitively learned, that is, subject to

little further correction, such as inducing the concept of equality in mathe-

matics. Other inductive sequences are subject to constant emendation or revi-

sion, such as the personality of a character in a story or such scientific con-

cepts as force, energy or the electron.

This inductive procedure is somewhat similar to the way we teach a concept

according to the notions of Hull, Skinner, Keller and Schoenfeld, and, I sus-

pect, Piaget. To teach a child the concept of redness, we first insure that the

child has a relevant response available, in this case, that he can already say

the word "red." However, he does not yet use it appropriately. (It is not under

appropriate "stimulus control.") The teaching sequence might point to a succes-

sion of pictures or objects asking each time, "What color is this?" Every time

the child gives the right answer, he is provided with some event or context which

provides confirmation or other reinforcement. The teacher or teaching sequence

does not give the rule by pointing to objects and saying this is red, this is

green, etc. The child is permitted to make responses by himself to the separate

instances. The teaching sequence utilizes various kinds of red objects so that

the student is provided with a succession of situations in which a correct re-

sponse has a high probability of occurrence. Sequences of non - instances or ,gzsa-

tive instances are employed in which non-red (or possibly the cf the non-

red object) is accepted as an appropriate response. Thz teaching procedure is

careful to randomize the non - relevant dimensions involved so that there is
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included large and small objects, distant and near objects, dark and light ob-

jects, and coarse and smooth objects. The child thus learns to generalize among

objects is the class of redness. In the course of this process the teaching

sequence might introduce obviously different colors asking which one is blue

and so on. Once the child says red only to red objects and not to non-red

jects, and blue only to blue objects, he has acquired and perhaps d4lcovered

the concepts of redness and blueness.

In summary, then, the principle is that an abstry gtaeral case is

learned by the establishment of generalizations amon, specific instances of a

class and the disctiminations between instances .ion- instances of a class.

In learnin% the concepts of triangle and quadr,

lize the response "triangle" to any

rilateral" to any four-sided figure.

cilteral, the itudent must genera-

figure add the response "quad-

must also learn to discriminate between

these *-wo classes. In larger sequences of topics, a student learns what an op-

eration is after he can add, subtract, multiply, etc. He learns what a proof

is after he has seen a large number of different kinds of proofs. And he under-

stands what homeostasis is after he learns about different kinds of physiological

equilibria. General understanding is induced from a wealth of experience with

specific cases (vide Mechner, 1961).

IrsolfulrilLam.. The second identifying characteristic of discovery

learning is that in the course of discovering things for themselves, students

will undoubtedly make mistakes as a result of exploring blind alleys and nega-

tive instances. Since it seems that the most intellectually satisfying disco-

veries are those which are not obvious from the data at the student's immediate

disposal, there is the probability that such discoveries will not be made. To

this extent, there may be a basic incompatibility between inducing discoveries

and minimizing error.
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To begin with a contrast again, the development of teaching machines has

emphasized the minimization of errors. And while, so far as I kaow, completely

errorless learning has not been demonstrated in a teaching machine program, it

has been demonstrated in the ingenious work reported by Terrace (1963a; 1963b)

in teaching pigeons a red-green discrimination, and also to discriminate between

a horizontal and a vertical line. An error is defined in this work as a response

to a stimulus correlated with nonreinforcement, a so-called S-. The results of

these studies indicate that performance following discrimination learning with-

out errors lacks three characteristics that were found following laarn'.ng with

errors. Only those birds that learned the discrimination with errors show (1)

"emotional" responses in the presence of S-, (2) occasional bursts of responses

to the incorrect stimulus, and (3) less effective transfer to related discrimi-

nations. The technique Terrace used was to begin with two stimuli, widely sep-

arated on three stimulus dimensions, and then to progressively reduce the dif-

ferences between two dimensions, maintaining only the difference in the third.

This technique was recognized by William James in a discussion of discrimination

in psychophysics in 1890.

In 1943, Schlosberg and Solomon (1943) reported a study in which they

trained rats on a Lashley jumping stand in a black-white discrimination. In

order to equate for what they call the "negative factor" which prevents learning

and increases response latency, they permitted no errors to occur which would

be punished. In this way the value of the negative factor would be determined

only by the distance to be jumped and hence equal for all stimulus presentatiOas.

They trained their animals very gradually in positive responses to a white sti-

mulus so that an error was never made. As a result of this procedure, the
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experimenters say that "the gradient established by reward was uncomplicated

by the effects of 'punishment" (p. 26).

As Terrace points out, the demonstration of errorless learning suggests

possible revision in currently accepted accounts of discrimination learning.

These currently accepted accounts agree that the extinction of responding to

S-, and hence the occurrence of errors, is a necessary condition for formation

of a discrimination. As succinctly stated by Keller and Schoenfeld, "Extinc-

tion is the hallmark of discrimination" (1950). The accounts of Spekce and

Hull on discrimination learning are similarly based upon learning that occurs

in the presence of S and extinction in the presence of S- respectively. Harlow

(1959) expressly incorporates error in his error factor theory. In general,

discrimination learning without errors is excluded from these conditioning-

extinction theories where excitatory and inhibitory gradients are postulated.

The general rationale for error minimization in instruction is the following:

(1) When errors occur, there is lack of control over the learning process and op-

portunity is provided for the intermittent reinforcement of incorrect responses;

this results in interference effects highly resistant to extinction. (2) Frus-

tration and emotional effects, that are difficult to control, are associated

with extinction and interference. And (3) richer learning, that is, richer in

associations, takes place when the associative history of the learner is employed

to extend his learning; this is accomplished by mediators or thematic promptings

which make positive use of existing knowledge and serve to guide learning.

There is perhaps another reason behind the drive to minimize errors. This

is the fact that the use of errors and the possible value of incorrect responses

has not been investigated much in studies of learning related to the educPtional
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process. The contingencies generally studied have been those following correct

responding - -a reinforcing event, a punishing event, or withholding a reinforcing

event. The contingencies following an incorrect response that have been stueied

primarily are punishment, withholding reinforcement, and to some extent, varia-

tions of corrective feedback information. This latter contingency has not, how-

ever, been as systematically investigated as the others. Recent experimental

studies like those of Suppes and Ginsberg (1962) suggest that overt correction

of errors in young children results in faster learning, than does just knowledge

about whether or not responses were correct. Although with adults, Suppes points

ow.:, studies like that of Burke, Estes, and Hellyer (1954) show that requiring

the learner to make an overt correction response after informational feedback

does not increase learning rate ncr asymptotic performance. (Indeed, many

learning studies assume, e.g., Bower (1962), that under certain conditions, cor-

rection following an incorrect response has reinforcing value equal to confirma-

tion following a correct response.) In general, the "guided" aspects of studies

of guided discovery attempt to make use of error, but effective use requires

development of theory and data about the function of error responses.

An exception to the lack of use of error responses in the course of instruc-

tion has been the work reported by Lewis and Pask on adaptive teaching systems

(1965). The adaptive teaching procedure which these men propose requires the

student to reveal, by making some sort of error, the kind of instruction he

should receive next. This requirement, they suggest, need not conjure up an

image of an aversive and threatening situation in which the student is forced

to reveal his ignorance. If adaptive control is competently designed, student

weaknesses are revealed by his selection of response alternatives. Where no
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adaptive procedures are available for dealing with error, the minimization of

error is forced upon a teaching procedure.

Error minimization advocates might suggest that the adaptive system could

do better by preventing errors from occurring in the first place. Lewis and

Pask react to this by pointing out that the presence of error is tacitly ac-

knowledged by the error minimizers when they cue or prompt in the course of a

program to adjust a program to the population of students being taught. These

non-adaptive programs remove error factors without snowing them to be mani-

fested in the form of overt mistakes. This necessarily involves working in

the dark, and hence programs which forestall error often make provisions for

far more error possibilities than any one student is likely to h_ve, and hence

consist of less-than-challenging tasks.

Adaptive teaching systems, in contrast to error minimization, take seri-

ously the view that students profit from their mistakes. In addition, an in-

structional sequence should requfre that students discover things for themselves,

and in the course of self-discovery the student will undoubtedly make mistakes.

Thus, there is a basic incompatibility between this self-discovery process and

error minimization.

At this point, I am sure of one thing: that is that I have not resolved

any issues. But I do hope that I have laid out for inspection what seem to me

to be relevant variables and nuances that are involved in "learning ta discovery."

I have said that the hallmarks in this kind of learning, from my review of the

kind of learning situations that have been included undelL: this label, involve

two identifying characteristics: induction and errorful learning. And I have

attempted to look further into these two aspects to provide some specific vari-

ables for their operational handling.
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So far I have discussed the characteristics of learning by discovery ja

imulv This really does not get us very far in efforts at instructional de-

sign because the characteristics of a teaching sequence interact with the pro-

perties of the terminal tasks that are being taught. Therefore, induction

and errorful learning take on differential usefulness depending upon whether

we are teaching response precision, simple associations, concepts, rules and

principles, or higher-order strategies.

Consider first the establishment of response precision. An evident char-

acteristic of the educational process that leads to subject matter mastery is

the increasing precision of the student's response. The student's initial per-

formance is variable, crude, and rarely meets the criteria of subject matter

competence. An effective instructional procedure tolerates this initial state

and gradually takes him toward mastery. In order to accomplish this, the

teaching process involves the progressive establishment of narrower limits for

correct performance. Increasing competence in performing such new skills as

learning to write, or leacaing precise timing in music, is accomplished by

gradually contracting performance toler&nces. This can be done progressively

so that each successive range of successful performance includes a major por-

tion of the range of variations already in the student's performance. Over

the sequence of instruction, the range of observed performance will align it-

self with a particular range of acceptable performance defined as subject mat-

ter competence. I would suggest that this can be done and should be done with

a minimum amount of errors, since a sudden or inappropriate constriction of per-

formance criteria can lead to extinction and loss of motivation. The use of

errors and induction for this kind of learning seems not especially appropriate.
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Consider next the learning of associations. The process involved is at-

taching the increasingly precise responses being learned to particular subject

matter stimulus situations so that subject matter mastery is attained because

the precise responses are under the command of detailed subject matter discri-

minative stimuli. In learning translation in a second language, for example,

the precise expression of a word meaning already in the learner's repertoire

Is transferred to new subject matter stimuli. The transfer of stimulus control

is a major process in teaching students to make precise subject matter discri-

minations and teaching them to use previously learned skills in response to new

stimuli. This process, like the establishment of response precision, does not

seem to require induction and errorful learning. Through the use of mediators,

associations can be taught so that errors are minimized. As Gilbert (1960) has

pointed out, in learning the correspondence between "one" and the color brown,

ani "zero" and the color black, in teaching the resistor color code, it is pos-

sible to teach such associations on almost one trial by the use of mediating

stimuli. The student learns by means of statements such as "one brown penny"

and "zero black nothingness." The procedure of stimulus fading used widely

in operant conditioning and in programmed instruction can also be used to trans-

fer existing associations to new ones with little error.

With respect to the learning of concepts, I have already indicated that

induction may be a useful procedure. Whether or not errorful learning is use-

ful may be debated in light of the work of Terrace in discrimination learning.

The question here centers around whether, in the discrimination training aspects

of concept formation, errorful learning has useful consequences.

15
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In the learning of rules, principles, and higher order strategies, I can

be less than definitive although the use induction and error seem indicated.

At this point it is a matter of some systematization and experimental analysis

along the lines of the variables I have been discussing.

In summary, learning by discovery, when analyzed, appears to involve not

only the properties of induction and errorful learning, but also interactive

effects with task properties.

I turn now, briefly, to teaching for discovery, or learning to discover.

This is much easier to talk about. Since we know so little about it, one can

say anything and enjoy his own speculations without the constraints of know-

ledge. Again the problem is analysis or the behavior involved because it is

unlikely that we can teach discovery behavior adequately until the component

behavior repertoires have been analyzed. Once we specify or at least postulate

relevant situational and behavioral variables, discovery behavior should be

more amenable to instructional manipulation. Right off, it seems likely that

discovery behavior is specific to the subject matter domain in which discovery

takes place. Discovery requires different concepts and logical combinations

when one is working in microbiology or botany, or breaking hieroglyphic codes.

Presumably, there is some communality of behavioral repertoires, but there will

be much significant specific variance.

Mechner in a recent chapter on "Science Education and Behavioral Technology"

(1965) lists subdivisions of scientific method and research skills which seem

to be manageable pieces of discovery in science. He lists such things as deduc-

tive reasoning skills, inferential reasoning skills, skill in generating hypo-

theses, skill in selecting "fruitful" hypotheses, skill in testing hypotheses
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and deciding which experiments to perform, skill in formulating problems that

can be solved by the scientific method, and generalized traits such as pati-

ence, perseverance, and curiosity. Skill in generating hypotheses is described

as a type of scanning, like free association, except that it involves state-

ments about the world. Each statement is checked agains.; experience until it

is refuted. If it is not refuted it becomes a scientific contribution. Mechner

writes the following: "The terminal behavior test for this skill would require

the student to generate and test, at a certain minimal rate, hypotheses about

a universe with which he has had some previous experience The behavioral

technologist, in developing the terminal behavior specifications, would have

to (a) make the behavior overt rather than covert, (b) circumscribe the uni-

verse for the hypotheses, and (c) circumscribe the range of data against which

the successive hypotheses are tested by the student. Here, the use of a corn-

puler suggests itself. It should be possible to develop a program for the com-

puter that would make the computer behave like a small, artificial, circumscvfted

universe. This universe would be described by a set of specific input-output

relationships, some of them determined and others probabilistic. The student

of "creativity" [discovery] would start out by learning his "subject matter,"

i.e., how this compv:er behaves under various specific conditions. At the end

of this subject - matter training, there would still be a great deal about the

computer-universe that would be unknown to him. Here he must begin to gene-

rate hypotheses and test them. A program could be designed to develop this

skill. The program would teach the student in the standard step-by-step fashion

how to generate hypotheses on the basis of some available data and then to test

the hypotheses in brute force manner against other available data until the



18

hypothesis is refuted or until the data are exhausted. At the end of the pro-

gram, the student would be generating and testing hypotheses at the desired

rate."

Another way of looking at discovery betavior is suggested by the work on

computer simulation of information processing. The work pioneered by Simon

and Newell (1964) identifies elementary information processes which combine

into compound processes. The processes identified might be considered as heu-

ristics which are teachable behaviors which can be combined by the learner to

produce discovery behavior. For example, a paper by Simon and Simon (1962)

identifies certain heuristics for discovering and verifying mating combinations

in chess. The discovery heuristic involves a tree of move possibilities which

explores branches that turn out to be false leads. This "exploration tree" con-

sists of move possibilities in which the attacker has to discovc a branching

sequence of moves, one sub-tree of which leads to a checkmate. The authors

write that, "The exploration tree is precisely analogous to the paths tried

out by a subject in a maze-running experiment, except that it includes branches

for defender's choices as well as branches for the attacker's trees" (p. 427).

A heuristic program simple enough to be simulated by hand is able to discover

mating combinations in about 52 of the 136 chess positions. Slight modifies -

t7715n of the program adds 10 more mating combinations that would be discovered.

Simon and Simon conclude: "The conclusion we reach from our investigations is

that the discovery of 'deep' mating combinations by expert chess players requires

neither prodigious memory, ultra-rapid processing capacities, nor flashes of in-

sight. Combinations as difficult as any that have been recorded in chess his-

tory will be discovered by the selective heuristics we have outlined. . .



19

The evidence strongly suggests that expert chess players discover combinations

because their programs incorpc_ite powerful selective heuristics and not be-

cause they think faster or memorize better than other people" (1962, p. 429).

A third line of endeavor which is of interest for consideration as an in-

fluential variable in teaching for discovery has to do with the study of curio-

sity and exploration. An increasing amount of research has been directed to

the study of this area in the past decade (Fowler, 1965). Research, much of

it with infra-human organisms, has indicated that the strength of exploratory

behavior is positively related, within limits, to the degree of change in the

stimulus situation provided by novel, unfamiliar, complex, surprising, or incon-

gruous situations introduced into the environment. Too great or too abrupt a

change, however, is disrupting and may preclude exploration. In complex situa-

tions, an individual encounters change by way of his interaction with or mani-

pulations of the elements involved. Such interaction provides the stimulus

Change which can elicit curiosity and exploratory behavior. Investigations

have also demonstrated that behaviors are learned that lead to a change in the

stimulus cisplay. Thus, in addition to stimulus change eliciting exploratory

behavior, experiments show that organisms will respond in orc'er to secure novel,

unfamiliar stimuli. In general, these findings demonstrate that stimulus change

or sensory variation may be employed to selectively reinforce behaviors which

result in change, and that this variation in the situation will serve concomi-

tantly to elicit exploratory behavior. When stimulus change is used as a rein-

forcing stimulus, it seems reasonable to hypothesize that learning variables

which influence acquisition and extinction will influence the acquisition and

extinction of exploratory and curiosity behavior as they do other learned



behavior. This suggests that a student's mlosity and explorations which en-

hance discovery may be elicited and maintained in an instructional environment

which provides for appropriate variation in the stimulus characteristics of

the subject materials confronting him.

In summary, interesting leads for studying "learning to discover" come from

operant analysis, cognitive simulation and studies of exploratory drive. Fin-

ally, the excursion that this paper has taken into the intracies of "discovery

learning" brings to mind the admonition of Edward L. Thorndike who wrote the

following: ". . . live avoid thought by loose and empty terms, or if we stay

lost in wonder at the extraordinary versatility and inventiveness of the higher

forma of learning, we shall never understand-man's progress or control his

education." E. L. Thorndike, 1913.
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